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We present novel ideas for facial shape and skin simulation on extremely detailed three-

dimensional facial meshes. Our input database is composed of a small number of scanned

human faces with resolutions up to several million triangles, where even the pores are clearly

distinguished. We show how to decompose the facial meshes into the global shape of the face

plus skin detail (3D skin), and then to reconstitute them. Our modeling methodology allows

us to simulate the exaggeration of the facial global shape, retaining the original skin detail,

as well as to transfer 3D skin from one face to another. First, we represent all the input faces

in terms of a homogeneous structure on the base model in low resolution by using mesh

adaptation techniques. Second, the differences between the original mesh and a base mesh,

which appear as skin detail, are captured and stored, so that each face is decomposed into the

global shape (a base mesh) plus skin detail. Face reconstitution after global shape

exaggeration and/or skin transfer enables delicate simulation of facial models. In addition,

we can increase the resolution of any model scanned at a low resolution by transferring skin

from a higher resolution model. Our method shows successful manipulation of the minute

structure of 3D skin differently from other methods such as Normal Mapping, Displacement

Mapping, Displaced Subdivision Surfaces, and Normal Meshes where none of these

techniques show manipulation of minute structure like ours and only approximation is used

while our method recovers the original structure. Copyright# 2006 John Wiley & Sons, Ltd.
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Introduction

Skin is a naturally-furnished garment for all of us; the

skin accounts for about 16% of the body weight,1 has a

typical surface area of 1.5 to 2.0 m2 in adults and has a

thickness from 0.2 mm (eye lids) to 6.0 mm (sole of foot).

Apart from covering the face and body, it also provides

clues as to a person’s age, health, condition, etc. Even

though skin is a very salient topic in everyday life

(exemplified by widespread cosmetics use and the
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pervasive advertising of such products), skin research in

the area of computer graphics has been mainly limited to

2D texture, consisting only of flat (2D) information

represented by color, reflectance, and absorption

characteristics for photo-realism, even though true skin

has a 3D structure that is fine-scale, complicated, and

delicate. Some 3D biomechanical simulations2 have been

performed on skin without visualization of realistic 3D

structure. This limitation is attributable to equipment

incapable of capturing minute skin detail. However,

recent progress in scanning equipment3 has made it

possible to obtain scans of human faces that have

extremely high polygonal counts (10 million triangles)

suitable for production use in full-length feature films

such as ‘‘The Matrix Reloaded.’’4 The geometry in this

production was based on a 100-micron resolution scan of

plaster cast molds of the actors’ faces.

Figure 1(a) shows our database containing a number

of scanned human faces with extremely high polygonal

counts and Figure 1(b) shows Person A’s raw geometry

(i.e., no texture image is applied to the model) in which
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Figure 1. (a) Our face database; (b)–(d) Magnified view of the left side of Person A’s; (b) Original scanned face model.

(c) Reconstructed model obtained using displacement mapping; (d) Reconstructed model obtained using our methods.
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the 3D structure of human skin can be seen. In this

paper, we focus on the skin detail (referred to as 3D skin)

as well as the global shape of the 3D facial mesh. We aim

to change the appearance of scanned faces by means of

shape exaggeration and skin detail transfer. We also

investigate the topic of adding 3D skin detail to a model

whose resolution is insufficient to yield realistic skin

representation. The central contributions of this paper to

the fields are: (i) the introduction of 3D skin, (ii) the

successful separation of global shape and 3D skin from

an extremely dense point set, (iii) the successful

reconstitution of any global shape and 3D skin, (iv)

the exaggeration of extremely detailed 3D facial meshes

of arbitrary resolutions, and (v) the transfer of 3D skin to

the base model of a low resolution scanned model in

order to increase said scanned model’s resolution.
1Hayes L, McAvoy J. Transcript: new faces. Interview for
60 Minutes 2003. Accessed online on 2006 May 5 at http://
sixtyminutes/stories/2003_05_18/story_850.asp.
Exaggeration

Exaggeration is one of the key animation principles,5

making output more attractive and distinctive by

exaggerating the shape, color, emotion, or actions of a

character. Many studies have been conducted into the

use of exaggeration in digital works. However, a 3D
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facial-caricaturing algorithm6,7 is usually applied on

morphable models (with approximately 70 K triangles)

to exaggerate the distinctive information. As the faces in

our database have an extremely high-level of detail (up

to several million triangles) and they are not morphable,

our proposed exaggeration method is considered to be

more general.

Transfer FromOne to Another

In 3D face research for computer graphics and anima-

tion, transfer generally refers to motion transfer. There

have been many methods developed mainly for

mapping performances of one individual to the

facial/body animations of another or for transferring

global shape/texture of one person to another.8–13

Alternating faces in real life has become a hot topic

recently, after the world’s first face transplant was

performed at the end of 2005. The result of a computer-

simulated face transplant1 produced using forensic
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Comp. Anim. Virtual Worlds 2006; 17: 501–512



FACIAL SHAPE AND 3D SKIN
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
anthropology software is shown on a website2, but the

process and algorithms are not publicly available. In this

paper, we do not aim for medically sound transplant

simulation, but for a way to swap face skin details to

achieve a similar effect.
Dense DataManipulation &
Structure Embedding

A common approach to avoid the computational

expense, inefficiency and even intractability inherent

in treating a very dense data set is to first perform the

desired changes on a low polygon approximation of the

original model and then use advanced techniques such

as detail recovery. Normal Mapping14,15 is a render-time

technique used to create the illusion of detail on a

surface. The major disadvantage of normal mapping is

that there are no physical changes to the geometry of the

rendered surface. Displacement Mapping16 is a well-

known technique used in computer graphics to augment

the appearance of a surface. Displacement mapping

yields a more detailed surface by perturbing a base

surface along its normal. However, our experiment

showed displacement mapping’s limitation in produ-

cing an extremely detailed minute structure like 3D skin.

A displacement mapping result is shown in Figure 1(c)

compared to the result using our methods shown in

Figure 1(d). Detailed analysis of displacement mapping

can be found in our previous literature.17 Lee et al.18

proposed an efficient representation of high resolution

geometry called displaced subdivision surfaces (DSS)

which essentially represents the high resolution detail as

a scalar displacement field over a smooth domain

surface. The DSS representation is constructed in three

steps: building a base model, optimizing the base model,

and generating the displacement map. Normal Meshes19

are another way to represent surfaces using only a single

value per vertex as opposed to the traditional three per

vertex, that is, a floating point value for each coordinate

of 3-space. The multi-resolution nature of normal

meshes also makes it suitable for a wide range of

applications. Both DSS and normal meshes are approxi-

mative; these representations may not be able to

represent very finely detailed surfaces (e.g., human

skin) even with a very large number of levels.

Additionally, the original structure of the surface cannot

be recovered by either representation.
2http://www.sciencemuseum.org.uk/antenna/facetransplant/
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Mesh adaptation (mesh refinement or consistent mesh

parameterization), in simple terms, refers to adaptation

of an initial mesh to accurately capture features22–24 and

it can provide a useful base to determine the locations of

landmarks such as the eyes and nose for every subject;

consequently, automatic exaggeration of features by

using a homogenous (morphable) structure is feasible.

Mesh adaptation on a scanned model makes use of a

generic model to govern identified feature information

as well as the structure of every face at any resolution.

We adapt a generic mesh to the scanned surface,

focusing on high quality shape approximation.
ProposedMethodology
Outline

A low polygon approximation of a highly detailed

model is prepared by employing two-step mesh

adaptation (one with feature points and the other with

surface refinement) with all low polygon models sharing

the same structure. Our procedure captures the skin

detail (3D skin) of the original scanned face by

performing model parameterization. Parameterization

is achieved by mapping the points of a scanned face onto

its low polygon approximation and allows the high

resolution model to be reconstructed from the low

resolution model. A caricature algorithm, which

employs a center model (an average model of all the

low polygon models) for the purpose of comparison, is

applied to the low polygon models. The resulting

exaggerated model and the 3D skin drive a reconstruc-

tion (recomposition) process that produces an exagger-

ated model which preserves the accurate detail in the

original scanned face. The shared structure of low

polygon models and 3D skin also permits the transfer of

skin detail from one to another.
Homogeneous Structure
Embedding

This section describes how we embed a desired

homogeneous structure of a generic model on several

scanned faces with various face sizes and various

resolutions.

Our five scanned face models of differing resolutions

shown in Figure 1(a) are presented with closed eyes and

mouth due to the use of plaster modeling in the scanning

process. Person C has the entire head region available,
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but the model has only 30 K triangles whereas other

scanned faces lack the region at the back of the head

including the ears, but have very high resolutions. The

generic model with 1485 triangles has efficient triangu-

lation, with finer triangles over the highly curved or

highly articulated regions of the face and larger triangles

elsewhere as shown in Figure 2(a). In addition, the eyes

and mouth of the generic model are closed since our

scanned models’ eyes and mouth were always closed.
Feature-BasedModel
Construction

The basic idea is to let feature locations on a scanned face

lead the deformation of the generic model toward

individualization. Several approaches have been devel-

oped.11,22,23 We semi-automatically establish 3D feature
Figure 2. Global shape and detail (3D Skin) construction: (a) Gen

A (1.5 K triangles); (c) Feature-based model subdivided once (6 K

(6 K triangles); (e) 2D version of point-to-surface mapping. A corre

detailed original scanned model; (f) Example of point-to-surface ma

DABC lie on parallel planes and Apar, Bpar, Cpar and V are

displacement of DABC to DA0B0C0. I
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point correspondence between the generic model and

the scanned model in order to deform the generic model

using radial basis function (RBF) networks.25,26 Corre-

spondence requires feature points to be located on 2D

visualizations of the scanned face. With interactively

chosen front view features, the side view feature

locations are calculated automatically by finding the

depth on the scanned model input. More details can

be found in our previous work.17 Figure 2(b) shows the

feature-based model MF obtained using feature infor-

mation and RBF.
Global Shape Construction

Loop’s subdivision scheme,18,27 designed to achieve a

smooth surface, is applied once to the feature-based

model to increase the number of triangles. The resulting
eric model (1.5 K triangles); (b) Feature-based model of Person

triangles); (d) Base model obtained after model refinement

sponding point on the base model is found for each point of the

pping where point V is mapped to DABC. DAparBparCpar and

all coplanar; (g) Reconstruction of a point V following the

ts new position is denoted by V0.

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Comp. Anim. Virtual Worlds 2006; 17: 501–512



FACIAL SHAPE AND 3D SKIN
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
model, consisting of about 6 K triangles as shown in

Figure 2(c), is then subjected to model refinement to

bring its appearance closer to that of the scanned model.

From our experiments, we found the proper resolution

and close shape approximation of the low resolution

model is crucial for satisfactory detail capture. We refer

to the refinement result (i.e., the refined subdivided

feature-based model) as the base model ML, which is of

low resolution compared to the original scanned model.

The base model serves as the representation of the

scanned model’s global shape.

While our previous work17 adopted a ray-casting

projection method for shape adaptation, we found that

cylindrical projection provides more robust projection.

Cylindrical projection can be approximated to a global

projection method; as all the projection vectors are based

on the axis of the cylinder and their directions are regular.

Thus, the projection result does not become affected by

very complex and irregular local shape. The images in

Figure 2 contrast a feature-based model in (b) and (c) and

its corresponding base model in (d). The base model

shows high quality approximation of its corresponding

scanned model (Person A) in our database. Since the most

extremely high resolution scanned models provided to us

capture only the face region of the subjects, we remove

the back of the head and the ears of each low resolution

and use the cropped face area for the following work.
3DSkin Construction

The second component which results from the

decomposition of the scanned model is its detail

representation DO�L. DO�L is considered to be the

difference between the original scanned model and its

derivative base model. We term this detail representa-

tion 3D skin. We utilize point-to-surface mapping 20,21 to

construct the detail representation. Point-to-surface

mapping enables a point in 3D space to be mapped to

a surface using 3D ray-casting projection based on

interpolated surface normals. The 2D version of this

mapping scheme is illustrated in Figure 2(e) in which

one interpolated surface normal (referred to as a ray) of

the base model is shown passing through each vertex of

a scanned model. The origin of the ray then defines a

point on the base model to which the corresponding

scanned model vertex is mapped.

Figure 2(f) shows the case where a vertex V belonging

to a scanned model is mapped to the triangle

ABC belonging to the corresponding base model. The
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ray origin P and the interpolated vertex normal NP are

given by

P ¼ ð1 � u � vÞA þ uB þ vC

NP ¼ ð1 � u � vÞNA þ uNB þ vNC

(1)

where u and v are the 2D barycentric coordinates of P

with respect to DABC NA ; NB and , and NC are the

vertex normals at A, B, and C, respectively. For all points

lying within or along the edges of DABC, the constraints

u, v 2 [0, 1] and u+v �1 are satisfied. The position of V

can then be expressed as

V ¼ P þ d
NP

NP

�
�

�
�

(2)

where d is the signed distance from P to V in the

direction of NP and k k denotes vector magnitude. To

calculate the values of u and v in Equation (1), a new

triangle Apar Bpar Cpar that is parallel to DABC and whose

vertices are coplanar with V is defined. The vertices of

this new triangle are obtained by finding the intersection

of NA ; NB and NC with the parallel plane. Computing

the barycentric coordinates of V with respect to

DApar Bpar Cpar yields the values of u and v. In other

words,

V ¼ ð1 � u � vÞApar þ uBpar þ vCpar (3)

The parameterization of an original scanned model is

constructed with respect to its corresponding low

resolution base model using the aforementioned point-

to-surface mapping scheme. This parameterization is

achieved by obtaining a set of mapping parameters

(I,u,v,d) for each vertex in the original scanned model,

where I is an identifier for the base model triangle and u,

v, and d are as defined in Equation (1). Parameterization

permits the base model’s shape to influence the shape of

the detailed model since the positions of vertices are

affected by changes to the base model’s vertex normals

(Figure 2(g)). Note, then, that 3D skin is essentially the

result of model parameterization.

A two-step process is required to find triangle ABC for

each scanned model vertex V. The first step consists of

accumulating a ‘bin’ of scanned model vertices for each

low resolution triangle. Only scanned model vertices in

the vicinity of a triangle are added to its bin. ‘Vicinity’ is

a function of the bounding box of the triangle and a user-

definable tolerance. Bins are not mutually exclusive so

that multiple triangles are checked for each vertex. Once

the bins have been populated, the point-to-surface

scheme is performed iteratively for each vertex-triangle

pair and the best set of mapping parameters is chosen for
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each scanned model vertex. As the iterative process

progresses, each newly calculated parameter set for a

particular scanned model vertex is compared to the

incumbent set (if one has been established) for the same

vertex. The incumbent set is the best set of mapping

parameters encountered at any given point in the

iterative process and there is at most one incumbent per

vertex. A sequence of heuristics is used to decide

whether the new set should become the new incumbent.

Some of these heuristics include satisfying constraints
Figure 3. Detail Recovery and comparison: (a) Low resolution m

triangles); (c) Detail-recovered model (937 761 triangles) before fill

models obtained using two factors; (f) 60%; (g)–(h) 120%; (i)–(j)

Detail-recovered model obtained usin

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Copyright # 2006 John Wiley & Sons, Ltd. 506
for barycentric coordinates, minimizing the value of

displacement and minimizing reconstruction error.

After all vertex-triangle pairs are checked, the incum-

bent set for each vertex is used in the scanned model’s

parameterization.

If there is no incumbent for a vertex, that vertex

has no mapping parameters in the model parameteriza-

tion and, therefore, cannot be reconstructed. This

produces a hole in the reconstructed model caused by

removing all polygons adjacent to the vertex. Recon-
odel (5900 triangles); (b) Original scanned model (997 025

ing holes; (d)–(e) Original scanned model; (f)–(h) Exaggerated

Comparison of level of detail; (i) Original scanned model; (j)

g an exaggeration factor of 75%.
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struction is covered in the discussion about detail

recovery.
Shape and Detail Simulation

Figure 4(a) shows the decomposition of a scanned model

MO (30 K to 3M triangles depending on the scanned

resolution) into a feature-based model MF (1485 triangles),

a low resolution base model ML (5940 triangles), and a

skin detail representation DO�L (3D skin). We discuss two

kinds of facial simulation applications in this section. The

first application is global shape exaggeration and the
Figure 4. (a) Diagram of detail transfer between two base models;

Person B’s skin; Person B with Person A’s skin; the original m

exaggerated global shape model; Person A’s skin transferred
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second is skin detail alternation (3D skin transfer) between

different scanned faces.
Global Shape Exaggeration
Through BaseModel

Exaggeration

Our approach decouples the scanned models’ global

shape (base model with morphable structure inherited

from the generic model) and detail information so that

exaggeration is performed only on the global shape and

then the detail of the original scanned model is added to
(b) Skin detail transfer examples. Left to right: Person A with

odel of Person D; Person D’s skin applied on his own 60%

onto Person D’s 60% exaggerated global shape model.
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return to the original scanned resolution. The idea for

the base model exaggeration is to get a center (or

average) face and perform vector-based scaling to

emphasize the difference between the center and an

individual. An exaggerated model M
exaggeratedPerson
L can

then be obtained by scaling each feature vector by a

constant factor ef as

M
exaggeratedPerson
L ¼ M

person
L þ efðMperson

L � Mcenter
L Þ

where M
person
L is the base model and Mcenter

L is the

center face.
Figure 5. Resolution augmentation through skin detail transfer.

(60% shape-exaggerated). Lower row: Transferring Person D’s ski

one side of the original face and the opposite side of
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Detail Recovery

The premise of the detail recovery algorithm is to use

the model parameterization (3D skin) to reproduce the

vertices of the original scanned model. This detail

recovery is used on any base model such as the

subject’s unmodified base model, exaggerated base

model, or another subject’s base model. The vertex

normals are recalculated to reflect the curvature change

from the original base model to the new (e.g.,

exaggerated) base model. Equations (1) and (2) can

then be restated as
Upper row: Transferring Person A’s skin detail to Person C

n detail to Person C (unexaggerated). The center image shows

the new face, illustrating the resolution increase.
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P’ = (1 - u - v)A’ + uB’ + vC’

N
0
P0 ¼ ð1 � u � vÞN0

A þ uN
0
B þ vN

0
C (4)

and

V0 ¼ P0 þ d
N

0
P0

N
0
P0

�
�
�

�
�
�

; (5)

respectively; the result is illustrated in Figure 2(g).

Each set of mapping parameters is applied to the new
Figure 6. (a) Left to right: Person E’s skin detail transferred to

Person C; Person A’s skin detail transferred to 60% shape-exagg

Person E; Person E’s skin detail transferred to 60% shape-exaggera

exaggerated Person C; Original
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state of the base model to reconstruct each detailed

model vertex. The detail recovery can be written as

M
exaggeratedPerson
LO ¼ M

exaggeratedPerson
L þ DPerson

O�L

where the notation þ is loosely used here. The number

of sets of mapping parameters (I,u,v,v) contained in

D
person
O�L is at most equal to the number of vertices in the

original scanned model.

Figure 3(a)–(c) shows a close-up comparison (for

Person A) of the base model, the original scanned model,

and the detail-recovered model formed from the
60% shape-exaggerated Person C; original scanned model of

erated Person C. (b) Left to right: Original scanned model of

ted Person C; Person A’s skin detail transferred to 60% shape-

scanned model of Person A.
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unmodified base model, respectively. The detail recov-

ered model shows several tiny holes around the eye

where scanned model vertices could not be mapped to

the base surface. This is due to the very complicated

structure in this region resulting in missing intersections

within the user-defined threshold to find DABC where

the information of missing points can be used to remove

tiny holes automatically

Some of our results for global shape exaggeration are

shown in Figure 3(d)–(h). The images present the results

of exaggerating a 1M triangle scanned model at 60% and

120%. The results show the stronger emphasis of the

person’s facial shape characteristics with a higher

exaggeration factor applied. The detail recovery is

calculated between the 6 K triangle base model and

the 1M triangle model of Person A. Figure 3 (i) and (j)

shows the close-up comparison of the area to the left of

the cheek between the original scanned face and the

detail recovered exaggerated models with an exagger-

ation factor of 75%. The folding becomes deeper on the

exaggerated face and the detail is preserved as they are

on the original model.

Detail Alternation or 3DSkin
Transfer

Our mesh adaptation using the generic model allows us

to swap the base models of different people for detail

recovery. It is then possible to alternate the skin details

(3D skins) between two different human subjects, say

Person A and Person B. The original scanned model for

Person A can be loosely written as

MA
O ¼ MA

L þ DA
O�L:

We can alternate the details between different people,

for example, Person A’s low resolution shape with

Person B’s detail. The formula is as follows:

MAB
O ¼ MA

L þ DB
O�L

The method used for the exchange of details between

two scanned models is shown in Figure 4(a) with dotted

lines, including the final resolution after the detail has

been transferred. With the decomposition of scanned

faces into global shapes and details, any face can be

both exaggerated in its global shape and used in

conjunction with another person’s detail for detail

recovery. Figure 4(b) shows the results of skin exchange

between Person A and Person B as well as the recovery

of Person A’s 3D skin on Person D’s exaggerated shape.
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Resolution Increase of ScannedModel

Another interesting example of exaggeration and skin

transfer is shown in Figures 5 and 6 where Person C’s

unexaggerated or 60% exaggerated shape receives the

3D skin of: (i) Person A (senior Caucasian male), and (ii)

Person E (young Asian female). One thing to emphasize

here is that the scanned resolution of Person C is only

about 30 000 triangles, which is insufficient for skin

detail representation. However, skin detail transfer

allows us to transfer the details from other higher

resolution scanned faces so that each resulting detail-

recovered face shares the same point distribution as its

respective 3D skin donor. Figure 6(a) also shows close-

up views of the models’ skin details.
Conclusion

This paper presents methodologies used to decompose a

scanned face model into global shape and detail (3D

skin) and to recompose shape and 3D skin to reproduce

the scanned model. A homogeneously-structured

representation of a scanned face’s global shape (base

model) is obtained using two steps of mesh adaptation:

(i) feature-driven individualization of a generic model,

and (ii) mesh refinement by cylindrical projection. The

3D skin representation of the scanned face can then be

calculated by parameterizing the scanned face with

respect to the base model, which amounts to mapping

the scanned model’s vertices onto the base model’s

triangles. We demonstrate the usefulness of this practice

by performing two kinds of facial simulation: (i) detail-

preserving shape exaggeration, and (ii) 3D skin (skin

detail) transfer. In the latter, the homogeneous structure

present in all base models allows the global shape of one

person to be recomposed with the 3D skin of a different

person, yielding a new model which (i) is at the

resolution of the latter’s scanned model, (ii) bears the

global shape of the former person, and (iii) has the skin

detail of the latter person’s scanned face. Of particular

interest is the case in which the 3D skin originates

from an extremely high resolution model while the

shape is extracted from a lower resolution model. In

this instance, a byproduct of 3D skin transfer is an

increase in the resolution of the lower resolution

scanned face.

The results of our simulations demonstrate that with

the proposed decomposition, we can efficiently control

the shape and detail of extremely high-detail scanned

data without losing the original resolution. The
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computation time is negligible as it takes only a few

seconds on a computer using 2�Opteron 252@2.6 GHz

with 4 GB of physical memory to perform all the

processing as our low resolution model has only 6 K

triangles.

The scanned models used for this paper possess high-

quality approximations of real life skin detail. The

second and fifth images in Figure 4(b) and the right-most

image in Figure 6(a) show the skin detail of Person A

applied onto the base models of Person B, Person D, and

Person C (with some exaggeration added). The skin

transfer results show the identity is governed by the

model whose global shape is used. However, clues as to

the person’s age, health, condition, etc. arise from the

model whose 3D skin is used (here, Person A).

The potential of 3D is large and many innovative facial

simulations are possible. Our future research is focused

on automatic base model animation through the use of

an animation structure in the generic model.
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