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Abstract—We show that the nonfeedback capacity of multiple-
input multiple-output (MIMO) additive Gaussian noise (AGN)
channels, when the noise is nonstationary and unstable, is char-
acterized by an asymptotic optimization problem–the per unit
time limit of the characterization of a finite block or transmission
without feedback information (FTwFI) capacity, that involves two
generalized matrix difference Riccati equations (DREs) of filtering
theory, and a matrix difference Lyapunov equation of stability
theory, of Gaussian systems. Further, we identify conditions
and prove, that the characterization of nonfeedback capacity
is the uniform asymptotic per unit time limit, over all initial
distributions. The asymptotic characterization of capacity involves
two generalized matrix algebraic Riccati equations (AREs) and a
matrix algebraic Lyapunov equation. We also present an example
to illustrate that our characterization of capacity produces a
known closed-form expression of the water-filling solution of
capacity (for power levels above a minimum power).

I. INTRODUCTION, PROBLEM, AND MAIN RESULTS

The nonfeedback capacity of time-invariant Gaussian channels,
with stable impulse response, when the noise is stationary or
asymptotically stationary, is often characterized in frequency-
domain, by the so-called water-filling solution. It can be found
in several books [1]–[4] and research papers, such as Tsy-
bakov [5]. The analysis of channel capacity for asymptotically
equivalent matrices for multiple-input multiple-output (MIMO)
Gaussian channels, is found in [6]–[8], while for Gaussian
channels with intersymbol interference in [9]. A characteri-
zation of nonfeedback capacity for single-input single-output
(SISO) AGN channels with nonstationary noise is given in
Cover and Pombra [10], while bounds on nonfeedback capacity
and comparisons to feedback capacity, are given in [10]–[13].
The Channel Model. In this paper, we analyze the nonfeedback
capacity of MIMO AGN channels, driven by general unstable,
nonstationary, nonergodic noise,

Yt = HtXt +Vt , t = 1, . . . ,n,
1
n

E
{ n

∑
t=1
||Xt ||2Rnx

}
≤ κ (I.1)

where κ ∈ [0,∞), Xt : Ω→X 4=Rnx , Yt : Ω→Y 4=Rny , and Vt :
Ω→V 4=Rny , are the channel input, channel output and noise
random variables (RVs), respectively, (nx,ny) are finite positive
integers, Ht ∈ Rny×nx is nonrandom and the distribution of the
sequence V n = {V1, . . . ,Vn}, i.e., PV n

4
=P{V1≤ v1, . . . ,Vn≤ vn},

is jointly Gaussian, and PV1 is the distribution of the RV V1.
Operational Nonfeedback Code. The code consists of (a)
a set of uniformly distributed messages M : Ω → M (n) 4=
{1, . . . ,M(n)}, known to the encoder and decoder, (b) a set of

encoder strategies mapping messages M = m and past channel
inputs into current inputs, defined by1

En(κ),
{

gi : M (n)×Xi−1→ Xi, x1 = g1(m), x2 = g2(m,x1),

. . . ,xn = gn(m,xn−1)
∣∣ 1

n
Eg{ n

∑
t=1
||Xt ||2Rnx

}
≤ κ

}
(I.2)

where gi(·) are measurable maps and, (c) a decoder dn(·) :
Yn→M (n), with average probability of decoding error

P(n)
error ,

1
M(n) ∑

m∈M (n)

Pg{dn(Y n) 6= m
∣∣M = m

}
. (I.3)

The messages M : Ω → M (n) are independent of V n, i.e.,
PV n|M = PV n . We emphasize that, in general P(n)

error depends
on the distribution PV n and g, and this is different for different
choices of the distribution of PV1 of the initial RV V1. The
code rate is rn , 1

n logM(n). A rate R is called an achiev-
able rate, if there exists an encoder and decoder sequence
satisfying limn−→∞ P(n)

error = 0 and liminfn−→∞
1
n logM(n) ≥ R.

The operational nonfeedback capacity is defined by Cop(κ),
sup{R

∣∣R is achievable},∀PV1 , i.e., it is required to be indepen-
dent of the choice of the initial RV distribution PV1 .

Two main fundamental differences from [1]–[9], [11]–[13], are
i) the consideration of nonstationary and unstable noise, which
rules out the characterization of capacity using a frequency-
domain approach, and
ii) the requirement that Cop(κ) does not depend on the distri-
bution of the initial RV V1, i.e., PV1 , which induces PY1 (which
is challenging to show due the generality of the noise in i)).
To deal with i), we invoke a time-domain approach. Our
starting point is an information theoretic characterization of
the n−finite transmission, or block length without feedback
(n-FTwFI) capacity, denoted by Cn(κ,PY1), which is analogous
to the one derived by Cover and Pombra [10], generalized to
the MIMO AGN channel (I.1). To deal with ii), we derive
an equivalent sequential characterization of Cn(κ,PY1), and
we identify conditions such that limn−→∞

1
nCn(κ,PY1) =C(κ),

i.e., for all initial distributions of PY1 and hence PV1 . Our
approach is motivated by the feedback capacity characterization
of MIMO AGN channels with memory presented in [14],
and the analysis of single-input single-output (SISO) of [15]–
[19]. However, it will become obvious that the treatment of

1Notation ‘Eg indicates that the corresponding distribution P depends on
the encoding strategy g.
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nonfeedback capacity in time-domain (for unstable noise) is
much more difficult compare to that of feedback capacity.

II. ASYMPTOTIC CHARACTERIZATION OF CAPACITY

Notation. Z+
4
= {1,2, . . .}, R 4

= (−∞,∞), Rm is the finite-
dimensional Euclidean space, and Rn×m is the set of n by m
matrices. In ∈ Rn×n denotes the identity matrix, tr

(
A
)

denotes

the trace of A ∈ Rn×n,n ∈ Z+. C 4= {a+ jb : (a,b) ∈ R×R}
is the space of complex numbers, and Do

4
=
{

c ∈ C : |c|< 1
}

.
spec(A) ⊂ C is the spectrum of a matrix A ∈ Rq×q,q ∈ Z+

(the set of all its eigenvalues). A matrix A ∈ Rq×q is called
exponentially stable if all its eigenvalues are within the open
unit disc, that is, spec(A) ⊂ Do. X ∈ G(µX ,KX ),KX � 0 de-
notes a Gaussian distributed RV X , with µX = E{X} and
KX = cov(X ,X)

4
= E

{(
X −E

{
X
})(

X −E
{

X
})T} � 0. Given

another Gaussian RV Y : Ω → Rny , which is jointly Gaus-
sian distributed with X , i.e., with joint distribution PX ,Y , the

conditional covariance of X given Y is KX |Y = cov(X ,X
∣∣Y ) 4=

E
{(

X−E
{

X
∣∣Y})(X−E

{
X
∣∣Y})T ∣∣Y}.

Throughout this paper, we consider the noise of Definition II.1.

Definition II.1. A time-varying partially observable state
space (PO-SS) realization of the Gaussian noise V n, is

St+1 = AtSt +BtWt , t = 1, . . . ,n−1 (II.4)
Vt =CtSt +NtWt , t = 1, . . . ,n, (II.5)
S1 ∈ G(µS1 ,KS1), KS1 � 0, (II.6)
Wt ∈ G(0,KWt ), KWt � 0, t = 1 . . . ,n, (II.7)
St : Ω→ Rns , Wt : Ω→ Rnw , Vt : Ω→ Rny , (II.8)

Rt
4
= NtKWt N

T
t � 0, t = 1, . . . ,n (II.9)

where Wt , t = 1 . . . ,n is an independent Gaussian process,
independent of S1. ny,ns,nw are arbitrary positive integers.
Note, PV n depends on PV1 and hence on the choice of PS1 .

Converse Coding Theorem. Suppose there exists a sequence of
achievable nonfeedback codes with error probability P(n)

error −→
0, as n−→∞, then R≤ limn−→∞

1
nCn(κ,PY1), where Cn(κ,PY1)

is the sequential characterization of the n-FTwFI capacity
formula [14, Section I, III] (note that (II.11) follows from [10]),

Cn(κ,PY1) = sup
1
n E
{

∑
n
t=1 ||Xt ||2Rnx

}
≤κ

n

∑
t=1

I(Xt ,V t−1;Yt |Y t−1) (II.10)

= sup
1
n E
{

∑
n
t=1 ||Xt ||2Rnx

}
≤κ

H(Y n)−H(V n) ∈ [0,∞] (II.11)

where (II.11) follows from the channel definition (I.1) (if the
probability density functions exist) and the supremum is over
PXt |X t−1 , t = 1, . . . ,n induced by jointly Gaussian inputs Xn,

Xt =
t−1

∑
j=1

Λt, jX j +Zo
t = ΛtXt−1 +Zo

t , X1 = Zo
1 , (II.12)

Zo
t ∈ G(0,KZo

t
), KZo

t
� 0, t = 1, . . . ,n, indep. Gaus., (II.13)

Zo
t independent of (V t−1,X t−1,Y t−1,Zo,t−1),∀t, (II.14)

Λt ∈ Rnx×(t−1)nx , ∀t is nonrandom. (II.15)

The consideration of unstable noise V n implies Y n is unstable,
therefore for the asymptotic analysis, we need to use the two
innovations processes of V n and Y n, as in [15]–[18], giving rise
the characterization of Cn(κ,PY1) ∈ [0,∞],

Cn(κ,PY1) = sup
(Λt ,KZt ),t=1,...,n, 1

n E
{

∑
n
t=1 ||Xt ||2Rnx

}
≤κ

{
n

∑
t=1

(
H(It)−H(Ît)

)}
, (II.16)

It
4
= Yt −E

{
Yt

∣∣∣Y t−1}, Ît
4
=Vt −E

{
Vt

∣∣∣V t−1}. (II.17)

where It , Ît are the innovations processes of Y n,V n. Clearly, the
analysis of the convergence properties of limn−→∞

1
nCn(κ,PY1),

is directly related to the convergence properties of (It , Ît ,Xt), t =
1,2, . . . ,n, 1

n E
{

∑
n
t=1 ||Xt ||2Rnx

}
, as n−→ ∞.

State Space Realization of Channel Input. By (II.12) the input
process Xn is causal, and not finite-memory. Hence, it can be
generated by the infinite-dimensional state space realization,

Ξt+1 = FtΞt +GtZt , t = 1, . . . ,n−1, (II.18)
Xt = ΓtΞt +DtZt , t = 1, . . . ,n, (II.19)
Ξ1 ∈ G(µΞ1 ,KΞ1), KΞ1 � 0, (II.20)
Zt ∈ G(0,KZt ), KZt � 0, t = 1 . . . ,n, (II.21)
Zn indep. seq., (Ξ1,Zn,W n) mutually indep. (II.22)
Ξt : Ω→ Rnξ , Zt : Ω→ Rnz , Xt : Ω→ Rnx (II.23)

where nξ is the dimension of Ξt which is nondecreasing
with t, and nz is an arbitrary finite positive integer, and
(Ft ,Gt ,Γt ,Dt ,KΞ1 ,KZt ) are nonrandom matrices ∀t. In this
paper, we restrict our analysis to asymptotically time-invariant
matrices, limn−→∞(An,Bn,Cn,Nn,KWn)= (A,B,C,N,KW ),KW �
0, limn−→∞(Fn,Gn,Γn,Dn,KZn) = (F,G,Γ,D,KZ),KZ � 0.
For such restriction, follows directly that a necessary
condition for convergence of the average power,
limn−→∞

1
n E
{

∑
n
t=1 ||Xt ||2Rnx

}
∈ [0,∞), is the stability of

F , i.e., the eigenvalues of F lie inside the unit disc in
the space of complex numbers. The stability of F further
implies that (Ξn,Xn),n = 1,2, . . . is asymptotically stationary.
Consequently, whether the asymptotic dimension of the
state space realization is asymptotically finite, nξ < ∞, is
determined from the Hankel matrix, of the covariance matrix
RX (t)

4
= E

{
X(t + s)XT (s)

}
, t = 1,2, . . . as follows. Define the

finite Hankel matrix, for (k,m) ∈ Z+×Z+,Z+ = {1,2, . . .}:

HX (k,m) =


RX (1) RX (2) . . . RX (m)
RX (2) RX (3) . . . RX (m+1)

...
...

...
...

RX (k) RX (k+1) . . . RX (k+m−1)


Define the rank of the infinite Hankel matrix by, rank(HX )

4
=

supk,m∈∈Z+×Z+
rank(HX (k,m)) ∈ Z+ ∪{+∞}. The state space

realization is asymptotically finite-dimensional if and only if
rank(HX ) < ∞. For our analysis we assume rank(HX ) < ∞,
and hence there exists a finite integer, nξ ≤ rank(HX ).

Main Problems and Assumptions. Now, we state our main
problems and accompanied assumptions.
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Problem #1. Identify conditions, such that asymptotic limit
exists and does not depend on PY1 (and hence on PV1 ),

Co(κ,PY1)
4
= lim

n−→∞

1
n

Cn(κ,PY1) =C(κ) ∈ [0,∞),∀PY1 . (II.24)

Assumptions II.1. Considered for the asymptotic analysis are

Case 1: Time-invariant,

(An,Bn,Cn,Nn,KWn) = (A,B,C,N,KW ), KW � 0, ∀n (II.25)
(Fn,Gn,Γn,Dn,KZn) = (F,G,Γ,D,KZ),KZ � 0, ∀n. (II.26)
Case 2: Asymptotically time-invariant,

lim
n−→∞

(An,Bn,Cn,Nn,KWn) = (A,B,C,N,KW ), KW � 0, (II.27)

lim
n−→∞

(Fn,Gn,Γn,Dn,KZn) = (F,G,Γ,D,KZ), KZ � 0 (II.28)

where the limits are element wise. We also assume rank(HX )<
∞, hence nξ ≤ rank(HX ), and the realizations are finite-
dimensional and of minimal dimensions.

Problem #2. Determine conditions for the limit and the supre-
mum to be interchanged, so that

C∞(κ,PY1)
4
= sup

limn−→∞
1
n E
{

∑
n
t=1 ||Xt ||2Rnx

}
≤κ

lim
n−→∞

1
n

{ n

∑
t=1

(
H(It)

−H(Ît)
)}

=Co(κ,PY1) =C(κ) ∈ [0,∞), ∀PY1 . (II.29)

Main Results. For Cases 1 and 2, we identify conditions on
1) channel matrices (H,A,B,C,N,KW ) and 2) channel input
matrices (F,G,KZ ,Γ,D),KZ � 0, such that the limit in (II.24)
exists, is independent of PY1 (hence of PV1 ), and capacity is

C(κ)
4
= sup

1
2

ln
{det

(
CΠCT +DKW DT

)
det
(
CΣCT +NKW NT

) }+ (II.30)

where the supremum is over (F,G,Γ,D,KZ) and

KZ � 0, tr(ΓPΓ
T +DKZDT )≤ κ, (II.31)

Π� 0, Σ� 0 satisfy matrix Algebraic Riccati Eqns, (II.32)
P� 0 satisfies a matrix Lyapunov Equation (II.33)

and where {·}+ 4= max{1, ·}, and (C,D,KW ) are specific ma-
trices given in Theorem II.1. Further, since the convergence in
(II.30) and (II.29) are uniform ∀PY1 , then asymptotic equiparti-
tion (AEP) and information stability hold, which imply C(κ) is
the nonfeedback capacity, even for unstable channels, similar
to feedback capacity in [20], [21].
A. Sequential Characterizations of n−FTwFI Capacity

Next, we determine the characterization of Cn(κ,PY1) of (II.16),
and its dependence on two DREs and a Lyapunov equation.

Theorem II.1. Sequential characterization of Cn(κ,PY1).
Consider the MIMO channel (I.1), the noise of Definition II.1

and input (II.12)-(II.15), and assume nξ is finite. Define

Θt
4
=
(

ΞT
t ST

t
)T

, W t
4
=
(

ZT
t W T

t
)T

,

Πt
4
= cov

(
Θt ,Θt

∣∣∣Y t−1)= E
{(

Θ− Θ̂t

)(
Θt − Θ̂t

)T}
,

Θ̂t
4
= E

{
Θt

∣∣∣Y t−1
}
, t = 2, . . . ,n, Θ̂1

4
= µΘ1 , Π1

4
= KΘ1 ,

Pt
4
= cov

(
Ξt ,Ξt) = E

{(
Ξt −E

{
Ξt

})(
Ξt −E

{
Ξt

})T}
.

(i) The joint Gaussian process (Xn,Y n,V n) is represented by

Θt+1 = AtΘt +BtW t , t = 1, . . . ,n−1, (II.34)

Yt = CtΘt +DtW t , t = 1, . . . ,n (II.35)

At
4
=

(
Ft 0
0 At

)
, Bt

4
=

(
Gt 0
0 Bt

)
, (II.36)

Ct
4
=
(

HtΓt Ct
)
, Dt

4
=
(

HtDt Nt
)

(II.37)

where At ,Bt ,Ct ,Dt are appropriate matrices.
(ii) The error Êt = Θt − Θ̂t , and covariance Πt

4
= E

{
Êt ÊT

t
}

,
satisfy the recursion and generalized matrix DRE,

Êt+1 = FCL
t (Πt)Êt +

(
Bt −Ft(Πt)Dt

)
W t , t = 1, . . . ,n, (II.38)

FCL
t (Πt) = At −Ft(Πt)Ct , (II.39)

Ft(Πt) =
(
AtΠtCT

t +BtKW t
DT

t
)(

DtKW t
DT

t +CtΠtCT
t
)−1

.

Πt+1 = AtΠtAT
t +BtKW t

BT
t −

(
AtΠtCT

t +BtKW t
DT

t

)
.
(

DtKW t
DT

t +CtΠtCT
t

)−1(
AtΠtCT

t +BtKW t
DT

t

)T
,

Πt � 0, Π1 = KΘ1 � 0, t = 1, . . . ,n. (II.40)

(iii) The innovations process It of Y n for t = 1, . . . ,n, is

It
4
= Yt −E

{
Yt
∣∣Y t−1}= Ct

(
Θt − Θ̂t

)
+DtW t , (II.41)

It ∈ G(0,KIt ), KIt = CtΠtCT
t +DtKW t

DT
t . (II.42)

(iv) The matrix Pt = cov
(
Ξt ,Ξt) satisfies Lyapunov recursion,

Pt+1 = FtPtFT
t +GtKZt G

T
t , Pt � 0, P1 = KΞ1 . (II.43)

(v) The average power constraint is

1
n

E
{ n

∑
t=1
||Xt ||2Rnx

}
=

1
n

n

∑
t=1

tr(ΓtPtΓ
T
t +DtKZt D

T
t ). (II.44)

(vii) The entropy of Y n is H(Y n) = ∑
n
t=1 H(It), is given by

H(Y n) =
1
2

n

∑
t=1

ln
(
(2πe)ny det

(
CtΠtCT

t +DtKW t
DT

t
))

(II.45)

and the entropy of V n is H(V n) = ∑
n
t=1 H(Ît), is given by

H(V n) =
1
2

n

∑
t=1

ln
(
(2πe)ny det

(
CtΣtCT

t +NtKWt N
T
t
))

(II.46)

Ît ∈ G(0,KÎt ) an orth. innov. proc. indep. of V t−1, (II.47)

KÎt
4
= cov(Ît , Ît) =CtΣtCT

t +NtKWt N
T
t = KVt |V t−1 . (II.48)

where Σt satisfies (MCL(Σt) is similar to FCL
t (Πt)) the DRE

Σt+1 =AtΣtAT
t +BtKWt B

T
t −

(
AtΣtCT

t +BtKWt N
T
)

.
(

NtKWt N
T
t +CtΣtCT

t

)−1(
AtΣtCT

t +BtKWt N
T
t

)T
,

Σt � 0, t = 1, . . . ,n, Σ1 = KS1 � 0. (II.49)

(v) An equivalent characterization of Cn(κ,PY1) is

Cn(κ,PY1) = sup
1
n E
{

∑
n
t=1 ||Xt ||2Rnx

}
≤κ

1
2

n

∑
t=1

ln
{det(KIt )

det(KÎt )

}+
(II.50)

where the supremum is over (Ft ,Gt ,Γt ,Dt ,KZt ), t = 1, . . . ,n.
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Proof. Since nξ is finite, there always exists a realization
(II.18)-(II.23). We compute (II.16) using the two innovations
processes of Y n,V n, given in (II.17). Upon substituting (II.18)-
(II.23) into the channel (I.1) we obtain representation (i). Then
by applying the general equations of Kalman filtering [22], and
evaluating the entropies we obtain statements (ii)-(v).

B. Convergence of Generalized DRE and Lyapunov Equations

To address the limit limn−→∞
1
nCn(κ,PV1), under Cases 1, 2 we

need to investigate the convergence properties of generalized
matrix DREs (II.40), (II.49) and Lyapunov matrix difference
equation (II.43), using the properties in [21, Theorem A.1]
and [15, Theorem III.2]. We present sufficient conditions for
convergence in Corollary II.1, Theorem II.2, Theorem II.3.

Corollary II.1. Consider Case 1 or Case 2
Let Σt , t = 1,2, . . . denote the solution of the matrix DRE (II.49).
Let Σ = ΣT � 0 be a solution of the corresponding ARE

Σ =AΣAT +BKW BT −
(

AΣCT +BKW NT
)

.
(

NKW NT +CΣCT
)−1(

AΣCT +BKW NT
)T

. (II.51)

Define the matrices

A∗
4
= A−BKW NT (NKW NT )−1C, G

4
= B,

B∗
4
= KW −KW NT

(
NKW NT

)−1(
KW NT

)T
, (II.52)

and suppose (see [22]–[24] for definitions)

{A,C} is detectable, and {A∗,GB∗,
1
2 } is stabilizable. (II.53)

Any solution Σt , t = 1,2, . . . ,n to the generalized matrix DRE
(II.49) with arbitrary initial condition Σ1 � 0, is such that
limn−→∞ Σn = Σ, where Σ� 0 is the unique solution of matrix
ARE (II.51) such that MCL(Σ) ∈ Do.
Proof. For Case 1, the convergence of Σn,n = 1,2, . . ., follows
from the detectability and stabilizability conditions [22]–[24].
For Case 2, the statements of convergence of Σn,n = 1,2, . . .
hold, due to continuity property of solutions of generalized
difference Riccati equations, with respect to its coefficients.

Theorem II.2. Consider Case 1 or Case 2.
Let Πt , t = 1, . . . , denote the solution of the DRE (II.40).
Let Π = ΠT � 0 be a solution of the corresponding ARE

Π = AΠAT +BKW BT −
(

AΠCT +BKW DT
)

.
(

DKW DT +CΠCT
)−1(

AΠCT +BKW DT
)T

. (II.54)

Define the matrices [22]–[24]

A∗ 4= A−BKW DT (DKW DT )−1C, G 4
= B,

B∗ 4= KW −KW DT
(

DKW DT
)−1(

KW DT
)T

. (II.55)

Suppose [22]–[24]

{A,C} is detectable and {A∗,GB∗,
1
2 } is stabilizable. (II.56)

Any solution Πt , t = 1,2, . . . ,n to the generalized matrix DRE
(II.40) with arbitrary initial condition Π1 � 0, is such that
limn−→∞ Πn = Π, where Π � 0 is the unique solution of the
generalized matrix ARE (II.54), such that spec

(
FCL(Π)

)
∈Do.

Proof. Similar to Corollary II.1.

Theorem II.3 identifies conditions for the average power (II.44)
to converge, using Pt = cov

(
Ξt ,Ξt), which satisfies (II.43).

Theorem II.3. Convergence of average power
Consider the average power of Thm II.1, for Cases 1 or 2.

Let Pt , t = 1 . . . ,n be a solution of Lyapunov recursion (II.43).
Let P� 0 be a solution of

P = FPFT +GKZGT . (II.57)

Suppose F is an exponentially stable matrix. Any solution
Pt , t = 1,2, . . . ,n to the Lyapunov recursion DRE (II.43), with
arbitrary initial condition P1 � 0, is such that limn−→∞ Pn = P,
where P� 0 is the unique solution of (II.57). Moreover,

lim
n−→∞

1
n

E
{ n

∑
t=1
||Xt ||2Rnx

}
= lim

n−→∞

1
n

n

∑
t=1

tr
(

ΓPtΓ
T +DKZDT

)
=tr
(

ΓPΓ
T +DKZDT

)
, ∀P1 � 0. (II.58)

Proof. The conditions for Case 1 are known [22]–[24], and
imply (II.58). For Case 2, we use the continuity of solutions
of Lyapunov equations, with respect to their coefficients.

C. Asymptotic Characterizations of Nonfeedback Capacity

First, we address Problem #2 and then Problem #1.

Theorem II.4. Characterization of C∞(κ,PY1) for Case 1
Consider the time-invariant noise and channel input strategies

of Case 1, i.e., (II.25) and (II.26) hold.
Define the per unit time limit and supremum by2

C∞(κ,PY1)
4
= sup

P∞(κ)

lim
n−→∞

1
2n

n

∑
t=1

ln
{det

(
CΠtCT +DKW DT

)
det
(
CΣtCT +NKW NT

) }+

(II.59)

P∞(κ)
4
=
{
(F,G,Γ,D,KZ) ∈P∞

∣∣∣
lim

n−→∞

1
n

n

∑
t=1

tr
(
ΓPtΓ

T +DKZDT )≤ κ

}
, (II.60)

P∞ 4=
{
(F,G,Γ,D,KZ),KZ � 0, such that the following hold,

(i) the detectability and stabilizability of (II.53), (II.61)
(ii) the detectability and stabilizability of (II.56), (II.62)

(iii) F is exponentially stable
}
. (II.63)

Then, C∞(κ,PY1) is given by

C∞(κ,PY1) =C∞(κ), ∀PY1

C∞(κ)
4
= sup

P∞(κ)

1
2

ln
{det

(
CΠCT +DKW DT

)
det
(
CΣCT +NKW NT

) }+
(II.64)

P∞(κ)
4
=
{
(F,G,Γ,D,KZ) ∈P∞

∣∣∣tr(ΓPΓ
T +DKZDT )≤ κ

}
and Σ � 0 and Π � 0 are the unique and stabilizable solu-
tions, i.e., spec

(
MCL(Σ)

)
∈ Do and spec

(
FCL(Π)

)
∈ Do of the

generalized matrix AREs (II.51) and (II.54) respectively, P� 0
is the unique solution of the matrix Lyapunov equation (II.57),

2By [25], if at any time t, the information max{0,H(Yt |Y t−1) −
H(Vt |V t−1)} ∈ [0,∞] is +∞, then at this time no transmission is allowed.
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provided there exists κ ∈ [0,∞), such that P∞(κ) is non-empty.
Moreover, the optimal (F,G,Γ,D,KZ) ∈P∞(κ), is such that,
(i) if the noise is stable, then the input and the output processes
(Xt ,Yt), t = 1, . . . are asymptotic stationary and
(ii) if the noise is unstable, then the input and the innovations
processes (Xt , It), t = 1, . . . are asymptotic stationary.

Proof. This follows from the definition of the set P∞, which
imply Corollary II.1, Theorem II.2 and Theorem II.3 hold. The
complete steps are given in [26] (due to space limitation).

Next, we show that Theorem II.4 remains valid for Case 2.

Corollary II.2. Characterization of C∞(κ,PY1) for Case 2
Consider the asymptotically time-invariant noise and channel

input strategies of Case 2, i.e., (II.27) and (II.28) hold.
Define the per unit time limit and supremum by

C∞,+(κ,PY1)
4
= sup

P+
∞ (κ)

lim
n−→∞

1
2n

{
n

∑
t=1

ln
{det

(
CtΠtCT

t +DtKW t
DT

t
)

det
(
CtΣtCT

t +NtKWt N
T
t
) }+}

(II.65)

P+
∞ (κ)

4
=
{
{(Fn,Gn,Γn,DnKZn)|n = 1,2, . . .} ∈P+

∞

∣∣∣
lim

n−→∞

1
n

n

∑
t=1

tr
(
ΓtPtΓ

T
t +DtKZt D

T
t
)
≤ κ

}
, (II.66)

P+
∞

4
=
{
{(Fn,Gn,Γn,Dn,KZn)|n = 1,2, . . .}

∣∣∣
lim

n−→∞
(Fn,Gn,Γn,DnKZn) = (F,G,Γ,D,KZ) ∈P∞

}
. (II.67)

Then, C∞,+(κ,PY1) =C∞(κ,PY1) =C∞(κ) = (II.64),∀PY1 .(II.68)

and the statements of Theorem II.4.(i), (ii), remain valid.

Proof. The solutions of the DREs and the Lyapunov
equation are, Σn+1 = Σn+1(Σn,An,Bn,Cn,Nn,KWn), Πn+1 =
Πn+1(Πn,Σn,An,Bn,Cn,Dn,KW n

),
Pn+1 = Pn+1(Pn,Fn,Gn,Γn,Dn,KZn), n = 1,2, . . . and these are
continuous with respect to their coefficients. Moreover, for all
elements of the set P∞, by (II.27), then

lim
n−→∞

1
n

n

∑
t=1

tr(ΓtPtΓt
T +DtKZt Dt

T ) = tr(ΓPΓ
T +DKZDT ),∀PY1 ,

lim
n−→∞

1
2n

n

∑
t=1

ln
{det

(
CtΠtCT

t +DtKW t
DT

t
)

det
(
CtΣtCT

t +NtKWt N
T
t
) }+

=
1
2

ln
(det

(
CΠCT +DKW DT

)
det
(
CΣCT +NKW NT

) ), ∀PY1 .

The statement follows from the proof of Thm II.4, see [26].

Identity Co(κ,PY1) =C∞(κ,PY1) =C∞(κ),∀PY1 for Case 2, is
due to the uniform convergence of Theorem II.4, Corollary II.2.

Theorem II.5. Characterization of Co(κ,PY1) for Case 2
Consider the asymptotically time-invariant noise and channel

input strategies of Case 2, i.e., (II.27) and (II.28) hold.
Define the per unit time limit and supremum by

Co(κ,PY1)
4
= lim

n−→∞
sup

P
o,+
n (κ)

1
2n

{
n

∑
t=1

ln
{det

(
CtΠtCT

t +DtKW t
DT

t
)

det
(
CtΣtCT

t +NtKWt N
T
t
) }+}

(II.69)

P+
∞ (κ)

4
=
{
{(Fn,Gn,Γn,DnKZn)|n = 1,2, . . .} ∈P+

∞

∣∣∣
1
n

n

∑
t=1

tr(ΓtPtΓ
T
t +DtKZt D

T
t )
}
≤ κ

}
. (II.70)

Then, Co(κ,PY1) =C∞(κ,PY1) =C∞(κ) = (II.64), ∀PY1(II.71)

and the statements of Theorem II.4.(1), (ii), remain valid.

Proof. The derivation uses the uniform limits in the proof of
Theorem II.4 and Corollary II.2.

Example II.1. Consider the scalar channel, (I.1), with ny =
nx = 1,Hn = 1, and Vn,n= 1, . . . an autoregressive noise, AR(c),
with c ∈ (−∞,∞), i.e., Vn = cVn−1 +Wn,KWn = 1.
(a) Stable c ∈ (0,1). The power spectral density (PSD) is,
SV (e jθ ) = 1

|e jθ−c|2 . By [2, Example 5.5.1], for κ ≥ κmin
4
=

2c
(1−c)2(1+c) , the water-filling capacity is CWF(κ) = 1

2 ln
(
κ +

1
1−c2

)
. It can be verified that, for κ ≥ κmin, the time-domain

capacity using C(κ) of (II.30) is achieved by optimal in-
put, Ξn+1 = cΞn + Zn,Xn = (c− a)Ξn + Zn, with parameters,
a = Ac

KZ
, A = κ − 2c

(1+c)(1−c)2 + 1
(1−c)2 , KZ = A(1+c2)−1+

√
∆

2 ,

∆ =
(
1− A(1+ c2)

)2 − 4(Ac)2, and a ∈ (−1,1) holds. Then
by calculations follows, C(κ) = (II.30) = CWF(κ),∀κ ≥ κmin,
verifying [2, Example 5.5.1].
(b) Unstable |c| ≥ 1. The above input Xn is not optimal, because
the variance of Ξn and hence Pn, as n−→∞, grows unbounded.
We do not provide the optimal input Xn of C(κ) given by (II.30),
for |c| ≥ 1. However, for |c| ≥ 1 we can easily derive achievable
lower bounds on C(κ) given by (II.30), by considering sub-
optimal finite memory inputs, i.e., IID inputs Xn = Zn or Markov
inputs Xn = ΛXn−1 +Zn, as in [18, Theorem 3.2, Section IV].

III. CONCLUSION

New asymptotic characterizations of nonfeedback capacity of
MIMO additive Gaussian noise (AGN) channels are presented,
when the noise is nonstationary and unstable. The asymptotic
characterizations of nonfeedback capacity, involve two gener-
alized matrix algebraic Riccati equations (AREs) of filtering
theory and a Lyapunov matrix equation of stability theory
of Gaussian systems. Identified, are conditions for uniform
convergence of the asymptotic limits, which imply that the
nonfeedback capacity is independent of the initial states.
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