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Novel Matrix Singular Value Inequalities and Their
Applications to Uncertain MIMO Channels

Sergey Loyka and Charalambos D. Charalambous

Abstract— Novel matrix singular value inequalities are
established for a sum/product of three matrices. Their
application to the uncertain (compound) multiple-input multiple-
output (MIMO) channel subject to normed additive uncertainty
establishes the saddle-point property for a wide range of per-
formance metrics monotonic in the channel singular values,
including, among others, the mutual information, MMSE, error
exponent, and pairwise error probability. This, in turn, implies
that the transmission on the eigenmodes of the nominal (or worst
case) channel is also optimal for the whole set of channels under
a general power constraint and hence achieves the compound
channel capacity. The worst case channel turns out to be
antiparallel of the nominal one for all these performance metrics.
An application of these results to beamforming over compound
MIMO channels is discussed. An optimal robust precoder for the
uncertain MIMO channel is obtained in a closed-form under the
sum-MSE criterion and the total power constraint. The saddle-
point property is shown to hold and the optimal strategy is to
diagonalize the nominal (or worst case) channel.

Index Terms— Compound channel, channel capacity, multiple-
input multiple-output (MIMO), MMSE, optimal precoding,
channel uncertainty, singular value inequality.

I. INTRODUCTION

CHANNEL uncertainty plays a significant role in
communications and may be caused by several reasons,

such as channel dynamics (as in wireless communications),
imperfect channel estimation and limitations of feedback
link to deliver the channel state information (CSI) to the
transmitter (Tx) [1]–[5]. There are several approaches to model
channel uncertainty, which can be broadly characterized as sto-
chastic, where the channel is not known but its distribution is
known, and deterministic, where a fixed channel realization is
known to belong to a certain bounded uncertainty set but is not
known otherwise [4], [5]. The latter forms a compound chan-
nel model, where one has to develop a coding/transmission
technique that would perform well on all members of the
channel uncertainty set [1]–[5]. Unless indicated otherwise,
we assume below deterministic (compound) channel uncer-
tainty model. From the communication/information-theoretic
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perspective, the main performance metric is the compound
channel capacity, i.e. the maximum achievable rate under
arbitrary low error probability for any channel in the uncer-
tainty set using a single codebook, or just an achievable rate
or mutual information (MI) under certain coding/transmission
strategy [4]–[18]. In many cases, the compound channel capac-
ity can be expressed as the max-min MI, where max is over
all possible input distributions and min is over all possible
channel realizations in the uncertainty set [4], [5]. Typically,
uncertainty is modeled as additive, where the true channel is
the nominal (estimated) one plus additive uncertainty bounded
in a certain way. Several approaches are used to bound uncer-
tainty, including various norms (Frobenius, spectral, weighted
trace etc.) [7], [10]–[12], [23]–[32]. The detailed rationale and
practical reasons for using the spectral norm to bound the
uncertainty set can be found in [11].

A. Information-Theoretic Perspective

Since the pioneering work in [1]–[3], a large number of
studies have appeared that address the channel uncertainty
problem from a communication/information-theoretic perspec-
tive [4]–[18]; see [4], [5] for an extensive literature review up
to 1998. The emphasis has recently shifted towards multiple-
input multiple-output (MIMO) systems due to their high
spectral efficiency [6]–[14], [16]–[18]. A concise review of
recent results on compound MIMO channel capacity can be
found in [7] and [11]. Specifically, the optimality of isotropic
signaling has been established in [6] under MIMO channel
uncertainty when the uncertainty set is isotropic. A code
construction achieving the compound channel capacity was
proposed in [8]. The optimality of beamforming in terms of
ergodic capacity of MIMO channels with limited/imperfect
feedback was addressed in [9]. The capacity of compound
Gaussian MIMO channel with additive uncertainty under
weighted trace constraint has been established in [7] for rank-1
nominal channels, and under the spectral norm constraint
in [10] provided that the uncertainty is limited to the singular
values only but not to singular vectors, which is unlikely
from the physical perspective. This has been extended to
uncertainty in singular vectors and no constraint on the rank
of the nominal channel in [11], which also includes the case of
multiplicative uncertainty. Specifically, a saddle-point property
in the behavior of mutual information has been established
(min max = max min, where max is over the input distribution
and min is over the channel uncertainty), which implies that
the compound capacity is equal to the worst-case channel
capacity (achievable by a single code for any channel in
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the uncertainty set), for the multiplicative uncertainty in full
generality [11]. For additive uncertainty, this property has been
established for a large number of special cases and, based
on extensive evidence, it was conjectured that it holds in full
generality [11]. The general additive uncertainty case remained
elusive until recently, when a new matrix determinant inequal-
ity was established in [12], from which saddle-point and hence
the compound capacity follow for the general case. Since
all norms are equivalent (in a sense that upper and lower
bounds can be constructed with constants which depend only
on dimensionality and nothing else) [34], the spectral norm
results can be used to construct upper and lower bounds for the
compound capacity under any other normed uncertainties [11].
The non-ergodic and ergodic scenarios where neither channel
realization nor its statistics is known to the transmitter were
considered in [13] and [14] respectively; rather, the Tx knows
that the (unknown) true channel distribution is within certain
distance (measured by the relative entropy) of the nominal
(estimated) channel distribution, which models the imperfec-
tions of channel distribution estimation. The robustness of
the dirty paper coding under multiplicative uncertainty of
interference in a SISO channel has been investigated in [15].
A method of space-time multicasting over a broadcast multi-
user MIMO channel was developed in [17], which is based
on the joint unitary triangularization [16]. This method can be
applied to a finite-state compound channel as well. Unfortu-
nately, its extension to infinite-state channels (e.g. when the
uncertainty set is continuous rather than discrete and finite) is
not known. Finally, a robust distributed compression algorithm
was developed in [18] for cloud radio access under channel
uncertainty subject to the spectral norm constraint.

Establishing the compound capacity of a Gaussian
MIMO channel involves maximization of the MI over all
possible input distributions and minimization over all channel
states in the uncertainty set. It is straightforward to show
that the optimal input distribution is Gaussian, so it remains
to find its covariance matrix, which is a convex problem
by itself (since log-det is a concave function). However, the
minimization of the MI over channel uncertainty is not a
convex problem, so that neither KKT conditions are sufficient
for optimality nor von Neumann minimax theorem holds.
Thus, a new approach is needed to establish the compound
channel capacity in this setting and to show an existence
of a saddle-point. Our approach is based on novel matrix
singular value inequalities for a product/sum of three matrices
established below. Based on these inequalities, not only the
conjecture in [11] follows, but also the saddle-point property
is established for a large class of MIMO channel performance
metrics which are monotonic in the channel singular values
(of which the mutual information and sum-MSE are special
cases), e.g. error rate performance of space-time codes, error
exponent, etc., and also for a general power constraint which
includes, as special cases, the total and maximum power
constraints. For all these performance metrics and under the
general power constraint, the optimal strategy is to diagonalize
the nominal (or worst-case) channel and an optimal power
allocation depends on a particular performance metric and
power constraint.

We note that, on one hand, the new singular value inequali-
ties are stronger than the corresponding determinant inequality
in [12] (the latter follows from the former but the converse
in not true) under the assumed ordering of singular values.
On the other hand, the determinantal inequality in [12] is
more general as it does not require any particular ordering, so
that these results are complementary to each other. The new
singular value inequalities allow one to establish the saddle-
point property and also to identify the worst-case channel
for a broad class of performance metrics under the general
power constraint, which turns out to be “anti-parallel” of
the nominal channel, exactly as in [11, Th. 4]. Following
the compound channel capacity approach, we also discuss
an application of the results to beamforming over compound
channels. In particular, we identify the worst-case channel
under any beamforming vectors (not only optimal ones).

B. Signal Processing Perspective

From the signal processing perspective, the main metric
is the received signal-to-noise ratio (SNR) or mean square
error (MSE) [19]–[32]. While the MI and SNR (or MSE)
metrics give similar results at low SNR (since the mutual
information is proportional to the SNR in this regime, so that
maximizing the MI is the same as maximizing the SNR or
minimizing the MSE) or in rank-1 channels, they result in
different optimal transmission strategies otherwise. A concise
review of recent results on robust transmission/processing
under channel uncertainty from the signal processing perspec-
tive can be found in [32]. In particular, a robust receive (Rx)
beamformer was obtained in [19] and [22] that maximizes the
worst-case Rx SNR for an uncertain (deterministic) single-
input multiple-output (SIMO) channel, which is equivalent to
the classical Capon beamformer with diagonal loading [66].
This work was extended to an uncertain MIMO channel
subject to the Frobenius (trace) and spectral norm constraints
in [24] and [29]. A robust minimax method for signal estima-
tion in a MIMO channel was developed in [20] and [21] under
the additive channel uncertainty subject to the spectral norm
constraint. A robust precoder design to minimize the zero-
forcing equalization MSE was developed in [23] under the
Frobenius norm constraint on the additive channel uncertainty.
A robust precoder/decoder design to minimize the sum MSE
under a statistical model of channel uncertainty (based on
a model of channel estimation mechanism) was obtained
in [25] and was later extended to a multi-user setting via
numerical optimization algorithms in [30] for which, however,
global convergence cannot be insured. A robust beamforming
(i.e. rank-1 transmission) to maximize the SNR for cognitive
radio under deterministic additive MISO channel uncertainty
subject to a weighted trace constraint was developed in [26].
A numerical algorithm to minimize the per-user MSEs in a
downlink multiuser MIMO system subject to additive channel
uncertainty (bounded via the Frobenius norm) was proposed
in [27]. A Tx precoder to maximize the worst-case received
SNR in a MIMO channel with additive uncertainty bounded
via the weighted Frobenius (trace) norm was proposed in [28].
This approach was further extended to several classes of
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uncertainty sets in [32]. Note however that, since the objective
(received SNR) is linear in Tx covariance and quadratic in
channel uncertainty, i.e. convex-concave in the right way, von
Neumann minimax theorem [58] can be evoked to insure the
existence of a saddle-point and Karush-Kuhn-Tucker (KKT)
conditions are sufficient for optimality [59].

Neither of these holds for the problem considered in this
paper: since the objective (MI or MSE) is not convex in the
channel uncertainty, neither KKT conditions are sufficient for
optimality nor von Neumann minimax theorem can be used.
Therefore, we have to develop a different approach to the
problem at hand. This approach is based on novel singular-
value inequalities established here and on the tools from
majorization theory, which allow us to establish a saddle-point
without using the minimax theorem. While the robust designs
above [27], [28], [32] optimize the total received SNR over
an (deterministic) uncertain MIMO channel, they are optimal
in terms of the sum MSE in the low SNR regime only and
the general case is still an open problem. While numerical
algorithms were proposed to tackle this problem [27], [31],
global convergence cannot be insured due to non-convex
nature of the problem.

Our approach provides a closed-form analytical solution to
this problem under the spectral norm constraint on the channel
uncertainty and the total power constraint. It gives both the
MI-maximizing and the sum-MSE minimizing designs in a
unified way. The saddle-point property is shown to hold
and the optimal strategy is to diagonalize the nominal
(or worst-case) channel for both metrics.

C. Singular Value Inequalities

There is an extensive literature on eigenvalue/singular
value (SV) inequalities of various forms, see e.g. [33]–[57]
and references therein, and [33]–[38], [57] for an extensive
collection of results and literature review. In particular, a num-
ber of inequalities were obtained for the sums and products
of two matrices [39]–[47], including Hadamard and Kronecker
products and direct sums [44], [45], [48], [54], of their powers
and various combinations [42], [47], [49]–[52], [56], includ-
ing block-partitioned matrices [45], [47], [48], [54], and the
conditions for attaining equalities [43]. Majorization theory is
one of the main tools in obtaining such inequalities and many
inequalities are of the majorization type [38], [39], [42], [52].
Upper and lower bounds for the singular values of the
sum A + B and product AB of two matrices A, B are
well-known [33]–[36]:

(σi (A) − σ1(B))+ ≤ σi (A + B) ≤ σi (A) + σ1(B) (1)

σi (A)σmin(B) ≤ σi (AB) ≤ σi (A)σ1(B) (2)

where σi (A) is i-th largest singular value of A, σmin is the
minimum singular value, and (x)+ = x if x > 0 and 0
otherwise. It was shown in [40] that

2σi (A+B) ≤ σi (AA+ + BB+) (3)

where A+ is Hermitian conjugation of A, which is an exten-
sion of arithmetic-geometric mean inequality to matrices.

This result was further extended in many directions [44], [47],
[49], [50], [53], [56]. It was shown in [48] that

σi (A + B) ≤ 2σi (A ⊕ B),

where ⊕ denotes direct sum, and that

σi (A − B) ≤ σi (A ⊕ B)

2
√

σi (AB) ≤ σi (A + B)

if A, B are positive semi-definite [45], [53]: A, B ≥ 0.
Considerably less is known about singular values of

products/sums of three matrices. In particular, [46] considers
the product of the form AZB and relates its singular values
to those of the product ZAB where A, B are positive semi-
definite, A, B ≥ 0, and Z is positive definite, Z > 0. Using (2),
it can be shown that

σi (AZB) ≤ σ1(A)σ1(B)σi (Z)

and similarly for lower bound and also for the sum of three
matrices; see [42] for more inequalities of this type. (3) can
be extended to a product of three matrices using (2),
see e.g. [55]:

2σi (A+CB) ≤ σ1(C)σi (AA+ + BB+) (4)

where C ≥ 0.
Motivated by applications to transmission over uncertain

MIMO channels, we are interested in the singular values of
the sum/product of the form (A + B)C, where A, B represent
channel matrix and its uncertainty (and hence not necessarily
Hermitian or square) and C represents the square root of
the transmit covariance matrix (and hence is positive semi-
definite). No sharp bounds are known for the singular values
of this form. The known bounds for singular values of the sum
and product in (1) (2) can be combined to obtain the bounds
for the form (A + B)C:

σi ((A + B)C) ≥ σi (A + B)σmin(C)

≥ (σi (A) − σ1(B))+σmin(C) (5)

σi ((A + B)C) ≤ σi (A + B)σ1(C)

≤ (σi (A) + σ1(B))σ1(C) (6)

but those bounds turn out to be not tight enough to establish
the result we are targeting. Sharper bounds are need for this
latter form, which are established in the present paper using
a novel approach. This approach relies on known SV inequal-
ities for products and sums of two matrices, including some
majorization-type inequalities, but also includes a non-convex
optimization problem as a key step. Even though the problem
is non-convex, we obtain its globally-optimum solution
in 2 steps: (i) first, we demonstrate that the KKT conditions are
necessary for the optimality; then, (ii) we inspect all possible
solutions to the KKT conditions, of which there are a finite
number, and select the best one. To the best of our knowledge,
this approach has never been used before to obtain singular
value inequalities.
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II. COMPOUND MIMO CHANNEL AND CAPACITY

We consider the standard baseband discrete-time MIMO
channel model,

y = Hx + ξ (7)

where x = [x1, x2, . . . xm]T ∈ C
m,1 and y = [y1,

y2, . . . yn]T ∈ C
n,1 are the vectors representing the

Tx and Rx symbols respectively, xT denotes transposition,
H = [h1, h2, . . . hm ] ∈ Cn,m is the n × m matrix of the
complex channel gains between each Tx and each Rx antenna,
where hi denotes i-th column of H, n and m are the numbers of
Rx and Tx antennas respectively, ξ is the vector of circularly-
symmetric additive white Gaussian noise (AWGN), which is
independent and identically distributed (i.i.d.) in each receiver.
Without loss of generality, we further assume n ≥ m. The
channel is assumed to be deterministic, fixed and frequency-
flat, with partial channel state information (CSI) at the
Rx and Tx ends, as described below.

The case of multiplicative uncertainty H = (I + E)H0,
where H0 is the nominal channel (without uncertainty) known
at the Tx end and, possibly, at the Rx end, and E ∈ Cn,n

is the multiplicative uncertainty, has been solved in [11] in
full generality. Therefore, in this paper we focus our attention
on the additive uncertainty, when the nominal channel H0
experiences an additive perturbation �H,

H = H0 + �H (8)

and where �H, and hence H, belong to a bounded uncertainty
set SH ,

H ∈ SH = {H : ‖H − H0‖2 = σ1(�H) ≤ ε}, (9)

where σ1(�H) = ‖�H‖2 = max|x |=1 |�Hx| is the largest
singular value (or spectral norm) of �H, |x|2 = x+x =∑

i |xi |2 is the vector length squared. A number of advantages
provided by the spectral norm as a measure of uncertainty have
been pointed out in [11].

For a fixed channel H and given the covariance of the
normalized Tx signal R = xx+, where x denotes expectation
of x, the mutual information between x and y when x is
Gaussian (i.e., capacity-achieving) is given by the celebrated
Foschini-Telatar formula,

I = log
∣
∣I + γ HRH+∣

∣

=
m∑

i=1

log
(

1 + γ σ 2
i (HR1/2)

)
= I (H, R) (10)

where γ is the SNR per antenna, σi (HR1/2) are singular
values of HR1/2; unless indicated otherwise, we assume
σ1 ≥ σ2 ≥ . . . If no CSI is available at the Tx end, the
popular choice is isotropic signaling, e.g. R = I. When full
CSI is available at the Tx end, the capacity is

C(H) = max
R∈SR

I (H, R) (11)

where the maximization is over all possible Tx covariance
matrices, R ∈ SR is due to power constraint and SR is the

constraint set of positive-semi definite matrices. In this paper,
we consider a general unitary-invariant constraint set, i.e.

R ∈ SR → URU+ ∈ SR (12)

for any unitary U. Note that this constraint is more general than
that in [12] since we do not require diag{rii } ∈ SR , where rii

is i-th diagonal entry of R, and since SR is not required to
be convex.1 The constraint in (12) limits the eigenvalues of R
but not its eigenvectors. Particular cases include the popular
total power constraint:

tr(R) =
m∑

i=1

λi (R) ≤ m (13)

where λi (R) is i-th largest eigenvalue of R, and the maximum
per-eigenmode power constraint,

λ1(R) ≤ 1 (14)

Under the total power constraint (13), The maximum in (11)
has the well-known water-filling solution:

C(H) =
m∑

i=1

log
(

1 + γ σ 2
i (H)λi (R∗)

)
(15)

where

λi (R∗) =
[

μ − 1

γ σ 2
i (H)

]

+
(16)

is i-th eigenvalue of the best (maximizing) covariance matrix
R∗ = V�∗V+, V is a unitary matrix of right singular vectors
of H found from its singular value decomposition (SVD)
H = U�V+, where U is a unitary matrix of its left singular
vectors and � is a diagonal matrix of its singular values,
�∗ = diag{λi(R∗)}, the constant μ is found from the total
power constraint,

∑
i λi (R∗) = m. We use the compact

notation R∗ = WF(H) to denote the water-filling over the
channel H eigenmodes in (16).

Following the framework developed in [1]–[3], the com-
pound channel capacity Cc is the largest reliable transmission
rate achievable by a single code for any channel in the
uncertainty set, H ∈ SH,

Cc = max
R∈SR

min
H∈SH

I (H, R) (17)

while

Cw = min
H∈SH

max
R∈SR

I (H, R) (18)

is the capacity of the worst-case channel, and in general
Cw ≥ Cc. The saddle-point property Cw = Cc has been
established in [11] under the total power constraint for the case
of multiplicative uncertainty in full generality and in the case
of additive uncertainty for a wide range of special cases, which
was further extended to the general case in [12] using a new
deterninantal inequality. In Section IV, we give an alternative

1As an example, let SR = {R : R = UEU+}, where U is any m × m
unitary matrix and E is m × m all-one matrix, so that all matrices in this set
are rank-1 and have eigenvalues {m, 0, . . . , 0}. This set is not allowed in [12]
since (i) it is not convex, and (ii) it does not include R = I (as required
by [12, eq. (9)]).
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proof under the general power constraint in (12) via the new
singular value inequalities established below. This approach
is also used to establish an optimal robust signaling under a
wide class of performance metrics such as the sum-MSE, the
total received SNR, the error exponent, the error rate of space-
time codes, and solves the open problem of optimal precoder
design under the sum-MSE criterion over a uncertain MIMO
channel subject to the spectral norm constraint.

III. NEW MATRIX SINGULAR VALUE INEQUALITIES

The following Lemma is instrumental in proving the main
result.

Lemma 1: Let a1 ≥ a2 ≥ . . . ≥ an ≥ 0, c1, c2, . . . cn ≥ 0
and a1c1 ≥ a2c2 ≥ . . . ≥ ancn ≥ 0. Consider the following
function,

F(z) =
⎧
⎨

⎩

√√
√
√

n∑

i=1

|ai ci zi |2 − ε

√√
√
√

n∑

i=1

|ci zi |2
⎫
⎬

⎭
+

(19)

where ε ≥ 0 and zi are arbitrary complex numbers,
z = [z1, z2 . . . zn]T . Then,

min|z|=1
F(z) = {an − ε}+ cn (20)

Proof: See Appendix. �
The ordering conditions of Lemma 1 are not superfluous:

removing anyone of them makes (20) invalid in the general
case, as demonstrated by Example 1 below. We are now in a
position to establish the new matrix singular value inequalities.

Proposition 1: Let A, B be n × m matrices and C be
m × p matrix, and let the right singular vectors of A be
the same as the left singular vectors of C so that their
singular value decompositions (SVD) are A = U�aV+
and C = V�cW+, where U, V, W are unitary and �a =
diag{σai},�c = diag{σci } are “diagonal” matrices of sin-
gular values of A and C. Without loss of generality, assume
that {σai} are in decreasing order, σa1 ≥ σa2 ≥ . . . Then, the
following inequalities hold

(σi (A) − σ1(B))+σi (C)
(a)≤ σi ((A + B)C)
(b)≤ (σi (A) + σ1(B))σi (C), (21)

where σi ((A + B)C) are also in decreasing order,
i = 1 . . . min(n, m, p), σ1(B) = ε is the largest singular value
of B; the inequalities in (a) and (b) hold under the conditions
in (22) and (23) respectively:

{σaiσci } are in decreasing order: σa1σc1 ≥ σa2σc2 ≥ . . . ,

(22)

{σci } are in decreasing order: σc1 ≥ σc2 ≥ . . . (23)

which cannot be relaxed in general. The bounds are tight
for any given A and C: (a) is achievable with equality by
B = −U�bV+, where �b = diag{min(σi (A), ε)}, and
(b) is achievable with equality by B = U�εV+, where
�ε = diag{ε} is a diagonal matrix with ε as its diagonal
entries.

Proof: To demonstrate the key ideas of the proof, let us
begin with (a) in (21) and demonstrate this inequality first for
i = 1:

σ1((A + B)C) = max|x|=1
|(A + B)Cx| (24)

≥ |(A + B)Cw1| (25)

≥ (|ACw1| − |BCw1|)+ (26)

≥ (|ACw1| − ε |Cw1|)+ (27)

= (σ1(A) − ε)+σ1(C) (28)

where w1 is the right singular vector of C corresponding
to σ1(C); (24) follows from variational characterization of
singular values [29], [34], (26) follows from the triangle
inequality |x + y| ≥ |x|− |y|, where the equality is achievable
when x = −αy, α ≥ 1, (27) follows from the fact that
|Bz| ≤ ε |z|. Let us now demonstrate (a) in (21) for the general
case using again the variational characterization of singular
values:

σk((A + B)C) = max
yk

min|x|=1
x∈span{yk}

|(A + B)Cx| (29)

≥ min|x|=1
x∈span{w1...wk}

|(A + B)Cx| (30)

≥ min|x|=1
x∈span{w1...wk}

(|ACx| − |BCx|)+ (31)

≥ min|x|=1
x∈span{w1...wk}

(|ACx| − ε |Cx|)+ (32)

= min|z|=1
z∈span{e1...ek }

(|�a�cz| − ε |�cz|)+ (33)

= min|z|=1

⎧
⎨

⎩

√√
√
√

k∑

i=1

|σaiσci zi |2 − ε

√√
√
√

k∑

i=1

|σci zi |2
⎫
⎬

⎭
+

(34)

where yk = {y1 . . . yk} is a set of k linearly independent
vectors and external maximization is over all such sets,
(30) follows from restricting the external maximization to
{w1 . . . wk}, the right singular vectors of C, (31) and (32) are
as in (26) and (27), (33) and (34) follow from z = W+x,
where ei = [0 . . . 0, 1, 0 . . . 0]T is a unit vector of all zero
entries except entry i . Now applying Lemma 1 to (34),
one finally obtains (a) in (21). It is straightforward to see
that B = −U�bV+, where �b = diag{min(σi (A), ε)},
achieves the lower bound for all i simultaneously and any
given A and C. It can be easily demonstrated by examples
that the ordering condition on {σaiσci } cannot be relaxed in
general, i.e. this ordering is both sufficient and necessary for
the inequality to hold. To demonstrate (b) in (21), use the
variational characterization as well [29]:

σk((A + B)C) = min
y p−k+1

max|x|=1
x∈span{y p−k+1}

|(A + B)Cx| (35)

≤ max|x|=1
x∈span{wk ...wp}

|(A + B)Cx| (36)

≤ max|x|=1
x∈span{wk ...wp}

(|ACx| + ε |Cx|) (37)
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= max|z|=1
z∈span{ek ...ep}

(|�a�cz| + ε |�cz|) (38)

= max|z|=1

⎧
⎨

⎩

√√
√
√

p∑

i=k

|σaiσci zi |2 + ε

√√
√
√

p∑

i=k

|σci zi |2
⎫
⎬

⎭

(39)

≤ (σak + ε)σck (40)

where yp−k+1 = {y1 . . . yp−k+1}; (36)-(39) follow the same
logic as in (30)-(34), and (40) follows from the fact that
{σai } and {σci } are in decreasing order. The upper bound is
achievable by B = U�εV+, where �ε = diag{ε}, for any
given A and C. The fact that the ordering of {σci } is necessary
can be verified by examples (see Example 1 below). �

Remark 1: It should be noted that the popular singular
value inequalities for the sum and product of 2 matrices
(from which many others are easily derived) in (1), (2) when
applied to (A + B)C result in (5), (6), which are not tight
in general and significantly worse than (21) when C has a
large condition number (=σmax(C)/σmin(C)). In particular, (5)
is useless when σmin(C) = 0 (which is always the case if
rank(C) < min(m, n, p)), unlike (21) which provides useful
information even in this case, albeit at the expense of the
assumed ordering as in (22). Therefore, these well-known
inequalities cannot provide a solution to the problems at hand
in general (see e.g. Theorems 1, 2).

Remark 2: The new matrix determinant inequality reported
in [12] (see Lemma 2 there) is equivalent to
∏

i

(1 + σ 2
i ((A + B)C)) ≥

∏

i

(1 + (σi (A) − σ1(B))2+σ 2
i (C)),

(41)

which is implied by (21) but the converse is not true, so
that Proposition 1 is stronger under the assumed ordering of
{σaiσci }. On the other hand, (41) is more general since it does
not assume any particular ordering of {σaiσci }, so that these
two inequalities complement each other. The next Section
discusses some problems (e.g. robust MMSE receiver) that
cannot be solved via (41) while Proposition 1 provides such a
solution. In addition, it also provides an upper bound and thus
identifies the best channel in the uncertainty set. Note also that
since (23) implies (22) but not vice-versa, the lower bound is
more general than the upper bound.

Example 1: To see that the required ordering of {σaiσci } in
Proposition 1 is not superfluous, let us consider a special case
of diagonal 2 × 2 matrices,

A =
[

2 0
0 1

]
, C =

[
1 0
0 3

]
(42)

so that the diagonal entries are also the respective singular
values. Fig. 1 shows σmin((A + B)C) (found via the solution
to the problem in (20)) as a function of ε = σ1(B) (B is
selected to minimize σmin((A + B)C) so that the lower bound
in (29) is attained) as well as the unordered singular values
of (A − ε I )C, minimum of which corresponds to the lower
bound in (21). Note that σmin((A−ε I )C) is strictly larger than

Fig. 1. Unordered singular values of (A − εI)C and σmin((A + B)C).
The latter is strictly less than min{3(1 − ε), 2 − ε} in the transition region, so
that −εI is not the worst-case B.

Fig. 2. The right singular vector z = [z1 , z2]T corresponding to
σmin((A + B)C). Note that the lower bound in (21) corresponds to either

z = [1, 0]T or z = [0, 1]T , which is not the case in the transition region.

σmin((A + B)C) for ε in the range

(a2c2)
2 − (a1c1)

2

a1(c2
2 − c2

1)
≈ 0.31 < ε <

(a2c2)
2 − (a1c1)

2

a2(c2
2 − c2

1)
≈ 0.63,

(43)

where {ai}, {ci } are the diagonal entries of A and C, so that the
lower bound in (21) is not tight in this case, since the required
ordering condition is not satisfied. Fig. 2 shows the entries
of the right singular vector of (A + B)C corresponding to
its minimum singular value, which clearly shows that neither
[1, 0]T nor [0, 1]T achieve the minimum in the transition
region in (43). In a similar way, one can show that the required
ordering of {σci } in Proposition 1 is not superfluous.

IV. PERFORMANCE OF COMPOUND MIMO CHANNELS

We are now in a position to characterize the performance
of the compound MIMO channel in (8), (9) and to prove the
conjecture in [11] under the general power constraint in (12)
using the new singular value inequalities. An alternative proof
via the determinantal inequality and a less general power
constraint can be found in [12].



LOYKA AND CHARALAMBOUS: NOVEL MATRIX SINGULAR VALUE INEQUALITIES AND THEIR APPLICATIONS 6629

Theorem 1: The compound capacity Cc of the class of
channels in (8), (9) under the general power constraint in (12)
is equal to the worst-case channel capacity Cw ,

Cc = Cw = max
diag{λi }∈SR

∑

i:σi (H0)>ε

log
(
1 + γ (σi (H0) − ε)2λi

)

(44)

so that there is a saddle point (Hw, Rb) in I (H, R) for any
admissible H ∈ SH and R ∈ SR

I (Hw, R) ≤ I (Hw, Rb) ≤ I (H, Rb), (45)

where Rb = V0�bV+
0 is the best covariance for Hw,

�b = diag{λi(Rb)} is the diagonal matrix of its eigenvalues,
which maximize (44), and Cc = Cw = I (Hw, Rb). The worst-
case channel Hw is

Hw = H0 + �Hw = U0�wV+
0 ,

�w = diag{(σi(H0) − ε)+}, (46)

�Hw = −U0�εV+
0 is the worst-case perturbation,

�ε = diag {min(σi (H0), ε)} is the diagonal matrix of its
singular values, H0 = U0�0V+

0 is the nominal channel SVD.
Proof: First, note that {σi (HR1/2)} is weakly majorized

by {σi (H)σi (R1/2)} [33], [38]:

k∑

i=1

σi (HR1/2) ≤
k∑

i=1

σi (H)σi (R1/2), 1 ≤ k ≤ m, (47)

for any feasible R, and that f (x) = log(1 + x2) is increasing
on [0,∞) and ϕ(t) = f (et ) is convex on (−∞,∞) so that,
using [33, Th. 3.3.14(c)], one obtains

I (H, R) =
m∑

i=1

log(1 + γ σ 2
i (HR1/2))

≤
m∑

i=1

log(1 + γ σ 2
i (H)λi (R)) (48)

where we have used the fact that σ 2
i (R1/2) = λi (R). Note

that this upper bound applies to any R, including optimal one.
Also note that, from (12), � = diag{λi(R)} ∈ SR whenever
R ∈ SR and that the upper bound in (48) is achieved for given
� by setting R = V�V+, i.e. when the eigenvectors of R are
the right singular vectors of H, hence:

max
R∈SR

I (H, R) = max
diag{λi }∈SR

m∑

i=1

log(1 + γ σ 2
i (H)λi ) (49)

i.e. transmission on right singular vectors of H is optimal
under the general power constraint R ∈ SR . Applying (49)
to H = Hw, the best covariance follows,

Rb = V0�bV+
0 (50)

i.e. the optimal signaling is on the right singular vectors of the
nominal (or worst-case) channel, where �b = diag{λi(Rb)} ∈
SR and {λi (Rb)} are the best eigenvalues maximizing (49)
with H = Hw. This proves 1st inequality in (45). Further
note from (49) with H = Hw that {λi (Rb)}, {(σi (H0) − ε)+}
and {σi (H0)} are ordered likewise. Therefore, using the lower

bound in (21) with A = H0, B = �H, C = R1/2
b , one obtains

∀(H0 + �H) ∈ SH

σi ((H0 + �H)R1/2
b ) ≥ (σi (H0) − ε)+σi (R

1/2
b ) (51)

To prove the upper bound in (45), use (10) with R = Rb to
obtain:

I (H, Rb) =
m∑

i=1

log
(

1 + γ σ 2
i ((H0 + �H)R1/2

b )
)

(52)

≥
m∑

i=1

log
(

1 + γ (σi (H0) − ε)2+σ 2
i (R1/2

b )
)

(53)

=
m∑

i=1

log
(

1 + γ (σi (H0) − ε))2+λi (Rb)
)

(54)

= I (Hw, Rb) (55)

where (53) follows from (51); (54) follows from the fact that

σ 2
i (R1/2

b ) = λi (Rb) since Rb is positive semi-definite; the
last equality is due to (46). This establishes the saddle-point
property in (45) from which (44) follows since, using (17) and
(18), (44) and (45) are equivalent, see e.g. [58], [59]. �

Examples: under the total power constraint in (13), the
compound channel capacity is given by the standard water-
filling on the eigenmodes of the worst-case channel Hw as
in (16), R∗ = WF(Hw); under the per-eigenmode power con-
straint in (14), the capacity is achieved by isotropic signaling
R∗ = I and Cc = log |I + γ HwH+

w|. In both cases, SR is
convex. As a non-convex example, consider the following set
SR = {R : R = UEU+}, where U is any m × m unitary
matrix and E is m × m all-1 matrix, so that all matrices in
this set are rank-1 and have eigenvalues {m, 0, . . . , 0}; this
set is clearly not convex. The optimal signaling is rank-1
(i.e. beamforming) and on the best right singular vector
v10 of the nominal channel H0 (corresponding to its largest
singular value): R∗ = mv10v+

10 , and the compound capacity is
Cc = log(1 + mγ (σ1(H0 − ε)2+).

Note that Theorem 4 and the conjecture in [11] are special
cases of Theorem 1 (under the total power constraint). While
Theorem 1 is limited to the mutual information performance
metric, the new singular value inequalities allow one to estab-
lish the saddle-point property for a broad class of performance
metric monotonic in the channel singular values as shown
below.

Theorem 2: Consider the compound MIMO channel
in (8), (9) under the general power constraint in (12), and
any performance metric P(H, R) such that:

1. It depends on {σi (HR1/2)} rather than H, R individually,
P(H, R) = P({σi (HR1/2)}) and is monotonically increasing
in each σi .

2. The eigenvectors of the performance-optimizing covari-
ance R∗ = arg maxR P(H, R) are the right singular vectors
of H; its eigenvalues {λi (R∗)} are such that {σ 2

i (H)λi (R∗)}
and {σi (H)} are ordered likewise. In particular, this holds if
P({eσi }) is Schur-convex.

Then, the saddle-point property holds for P(H, R) and any
admissible H ∈ SH and R ∈ SR,

P(Hw, R) ≤ P(Hw, Rb) ≤ P(H, Rb) (56)
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where the worst-case channel Hw is as in (46), so that the
corresponding min-max relation follows:

max
R∈SR

min
H∈SH

P(H, R)= min
H∈SH

max
R∈SR

P(H, R)= P(Hw, Rb) (57)

i.e. the best covariance Rb = arg maxR P(Hw, R) that max-
imizes the performance of the worst-case channel will also
maximize the performance of the whole class of channels
(universally-optimal transmission).

Proof: Follows in the same way as that of Theorem 1 by
noting that it is the conditions 1 and 2 which are essential in
the proof of Theorem 1, not a particular functional form
of I (H, R). �

We note that Theorem 2 is a considerable extension of
Theorem 1 which cannot be obtained using the new determi-
nantal inequality in [12] (since the latter requires the perfor-
mance metric to be a determinant or its monotonic function).
Also note that P(H, R) is not required to be convex in H
and concave in R and SR is not necessarily convex, so that
Von Neumann minimax theorem does not apply and KKT
conditions are not sufficient for optimality either, which rules
out the use of convex optimization tools [59]. The ordering in
condition 2 is satisfied when {σi (H)} and {λi (R∗)} are both
decreasing sequences, i.e. strong modes get more power; this
is inspired by the water-filling in (16) under the total power
constraint and also holds under the general power constraint
in Theorem 1. In fact, Theorem 2 does not restrict the power
constraint set beyond this condition, so it can be more general
than in Theorem 1. The robust MMSE precoder below also
satisfies the required properties. For all these performance
metrics and under the general power constraint, the optimal
strategy is to diagonalize the nominal (or worst-case) channel
and an optimal power allocation depends on a particular
performance metric and power constraint. This extends the
corresponding results established for perfect CSI [62] to
channels with uncertainty.

Following Theorem 2, the worst-case channel in (46) is
indeed worst for a broad class of performance metrics, not
just mutual information (i.e. ‘universally worst”). A wealth of
performance metrics that satisfy conditions 1, 2 in Theorem 2
can be found in [62]–[65]. Furthermore, these properties
are satisfied by such important performance metrics, beyond
mutual information, as pair-wise error probability, error expo-
nent and mean square error (MSE) [64]. Proposition 1 also
reveals that the best-case channel perturbation is of the form
�Hb = U0�εV+

0 , where �ε = diag {ε}, so that the best
channel is Hb = H0 +�Hb and (56) can be supplemented by

P(H, Rb) ≤ P(Hb, Rb) (58)

provided that {λi (Rb)} are in decreasing order.

A. Robust MMSE Precoder

In this section, we apply the result above to design a robust
MMSE MIMO precoder. Note that the robust designs proposed
in [28]–[32] for MIMO channels with uncertainty maximize
the worst-case total received SNR, which is not the same as
minimizing the sum MSE unless the SNR is low or when
the nominal channel is rank-1. Our solution below does not

have these limitations: it applies to any SNR and any rank
of the nominal channel under the sum-MSE criterion. To the
best of our knowledge, no analytical solution is known for
the robust MIMO precoder design under the MSE criterion in
the general case. While numerical algorithms where developed
in [27] and [31] to optimize the sum-MSE, their convergence
cannot be insured since the underlining optimization problem
is not convex. Our SV inequality-based approach overcomes
this difficulty and provides a closed-form solution to this open
problem in Proposition 2 under the total power constraint
in (13).

The MIMO channel model including precoder F and
receiver (decoder) W is as follows:

x̂ = W+HFx + W+ξ (59)

and the MSE matrix E = E{(x̂ − x)(x̂ − x)+}, where E{·}
denotes statistical expectation over noise and signal distribu-
tions; the sum MSE is trE. The best linear receiver under the
sum MSE criterion and the perfect Rx CSI is the Wiener filter
W∗ = (HRH+ + I)−1HF, for which the MSE matrix E at its
output is [62]–[65]

E∗ = (I + γ F+H+HF)−1 (60)

where R = FF+ (we assume here that E{xx+} = I), and the
sum MSE is

MSE(H, R) = trE∗ =
∑

i

1

1 + γ σ 2
i (HR1/2)

(61)

which can be further optimized over F to obtain the best
precoder F∗ = V� under the full Tx CSI and the total
power constraint trFF+ = trR ≤ m, where V collects

the right singular vectors of H and � = diag{λ1/2
bi } is the

diagonal matrix, λbi is the power allocated to i-th stream
(the i-th eigenvalue of R) found from the water-filling type
algorithm:

λbi =
(

μ√
γ σi (H)

− 1

γ σ 2
i (H)

)

+
(62)

where μ is found from the total power constraint [62]. It can
be further shown that channel inversion is the best strategy
at high SNR provided that the channel is of full rank. The
resulting MMSE is:

MMSE =
∑

i:λbi >0

1

1 + γ σ 2
i (H

¯
)λbi

= 1

μ
√

γ

∑

i:μ√
γσi (H)>1

1

σi (H)

(63)

Using the singular value inequalities in Proposition 1, this can
now be extended to the robust precoder design under the
Tx channel uncertainty and perfect Rx CSI:

min
F

max
H

min
W

trE = min
R

max
H

MSE(H, R) (64)

where minF is subject to the total power constraint trFF+ ≤ m
and maxH is over the uncertainty set and subject to the spectral
norm constraint H ∈ SH in (9).
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Proposition 2: Consider the robust precoder design in (64)
for the compound channel in (9) under the total power
constraint in (13). The saddle-point property holds:

min
R

max
H

MSE(H, R) = max
H

min
R

MSE(H, R)

= MSE(Hw, R∗) (65)

where the worst-case channel is Hw in (46) and the best robust
precoder is given by

F∗ = V0�
∗ (66)

where V0 collects the right singular vectors of the nominal (or

worst-case) channel H0 and �∗ = diag{λ1/2
bi } is the diagonal

matrix of optimal power allocation as in (62) with H = Hw,
for which the robust MMSE can be found from (63) with
H = Hw.

Proof: Take P(H, R) = −MSE(H, R) and note that 1st
condition in Theorem 2 holds. 2nd condition follows from the
best precoder and power allocation in (62), for which it can
be shown that {λbiσ

2
i (H)} and {σ 2

i (H)} are ordered likewise.
Therefore, (56) and (57) provide a robust MMSE formulation
for the compound channel in (8), (9). �

Note that the worst-case channel is still as in (46) and the
best transmission strategy is signaling on the right singular
vectors of H0 with power allocation as in (62) applied to
H = Hw. Because of the saddle-point property in (57), this
transmission strategy works for any channel in the uncertainty
set, i.e. for the compound channel, and the performance is as
good as for the worst-case channel only. Note also that the
best transmission strategy is to diagonalize the nominal (or
worst-case) channel, which extends the corresponding results
obtained for MIMO channels without uncertainty [62].

V. BEAMFORMING OVER THE COMPOUND

MIMO CHANNEL

Let us now consider the case of transmit beamforming,
which may be motivated by low implementation complexity.
The system model is as in (7) and (8), but the transmit
covariance R is of rank one, R = m · ww+, where w is
its eigenvector corresponding to non-zero eigenvalue, which
is also a beamforming vector in the antenna array termi-
nology [66]. When w is optimized to maximize the mutual
information,

w∗ = arg max|w|=1
log(1 + mγ |Hw|2) (67)

it is straightforward to see that the best strategy is the
transmission on the strongest eigenmode of H: w∗ = v1, where
v1 is the right singular vector of H corresponding to its largest
singular value. For the compound channel as in (8) and (9), the
best strategy remains the same: transmission on the strongest
eigenmode of the nominal channel is optimal,

wb = arg max|w|=1
min

�H∈SH
log(1+mγ |(H0+�H)w|2) = v10 (68)

where v10 is the right singular vector of H0 corresponding
to its largest singular value and the worst channel is still as
in (46). This solution is also optimal in terms of the total
Rx SNR [29].

However, in many applications, there are some additional
constraints on the beamforming vector w (e.g. placing nulls
in certain directions etc.) [66] so that w = v10 is not
feasible. While [24], [26], [29] identify the best beamforming
vectors under different performance criteria, they identify
worst-case channels, either analytically or numerically, under
those “best” beamforming vectors only. A question emerges
as to whether the worst-case channel remains the same if
the problem is slightly changed, e.g. if extra null constraints
are introduced [66], so that the original optimal beamforming
vector is not feasible any more. For many metrics (e.g. the MI,
MSE), the performance is determined by the received SNR,
which is proportional to the channel power gain |Hw|2 =
w+H+Hw. Hence, an answer to this question is determined
by the properties of channel covariance matrix H+H for the
uncertainty set in (9), which is established below.

While the singular values of Hw and Hb lower and upper
bound the singular values of H, this does not imply in general
that H+

wHw ≤ H+H ≤ H+
b Hb, i.e. the latter are stronger

conditions. The proposition below shows that this implication
holds when the nominal channel H0 has identical singular
values.

Proposition 3: Consider the compound MIMO channel in
(8), (9). Then,

H+
wHw ≤ H+H ≤ H+

b Hb (69)

or, equivalently,

|Hww| ≤ |Hw| ≤ |Hbw| ∀w, ‖�H‖2 ≤ ε (70)

if and only if σ1(H0) = σ2(H0) = . . . = σmin(n,m)(H0) = σ0
or, for the lower bound, ε ≥ σ1(H0).

Proof: See Appendix. �
Now note that |Hw| is the channel (voltage) gain in transmit

beamforming direction w, assuming |w| = 1, so that (70)
states that Hw is worse than H for any admissible �H in any
beamforming direction, i.e. designing a beamformer for Hw

is guaranteed to achieve the gain |Hww| for any admissible
channel H and any w when the nominal channel singular
values are identical. This constitutes a robust design under
the spectral norm constraint for any beamformer, not just for
those that maximize the SNR or MI or minimize the MSE
(as in [24], [26], and [29]). In particular, it can handle extra
constraints such as nulls in specific directions.

However, when at least two singular values of the nominal
channel are distinct, (89) in Appendix implies that N (H) /∈
N (Hw), where N (H) = {x : Hx = 0} is a null space
of matrix H, i.e. H may have null directions different from
those of Hw, so that the latter is not universally worst for
the transmit beamforming while being universally worst from
the information-theoretic viewpoint. This complements the
properties of the null space in [11, Proposition 1].

In any case, the worst beamforming gain in transmit direc-
tion w, assuming |w| = 1 and using (86) in Appendix, is

min‖�H‖2≤ε
|(H0 + �H)w| = (|H0w| − ε)+ (71)

i.e. the spectral norm bound ε indeed quantifies the worst-
case loss in the beamforming (voltage) gain compared to the
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nominal channel; this loss is independent of the beamforming
direction w and is determined by the spectral norm of �H.
On the other hand, the most favorable channel uncertainty
gives

max‖�H‖2≤ε
|(H0 + �H)w| = |H0w| + ε (72)

so that under the additive uncertainty with bounded spectral
norm in (8), (9), the beamforming gain is bounded, for
any w, as

(|H0w| − ε)+ ≤ |Hw| ≤ |H0w| + ε (73)

which underlines the utility of the spectral norm as a measure
of channel uncertainty for beamforming applications.

VI. CONCLUSION

New matrix singular value inequalities for the product/sum
of 3 matrices have been established. Based on this, perfor-
mance of compound MIMO channels has been characterized
for a wide range of performance metrics monotonic in the
channel singular values including, among others, mutual infor-
mation, MMSE, error exponent, pairwise error probability, all
of which exhibit the saddle-point property so that transmission
strategy optimal for the worst-case channel is also optimal for
the whole class of channels, and the worst-case channel is anti-
parallel of the nominal one. For all these performance metrics
and under the general power constraint, the optimal strategy
is to diagonalize the nominal (or worst-case) channel and an
optimal power allocation depends on a particular performance
metric and power constraint. One notable exception is transmit
beamforming where the worst-case channel may differ from
that under the above-mentioned criteria, unless the nominal
channel has identical singular values or if all of them are
smaller than the uncertainty spectral bound. The analysis
also reveals the best possible channel uncertainty, whose
performance upper bounds that of all other channels in the
uncertainty set. A robust precoder design has been developed
under the sum-MSE criterion and the spectral norm constraint
on the channel uncertainty in the general case (not only low
SNR or rank-1 channel).

APPENDIX

A. Proof of Lemma 1

It is straightforward to see that min|z|=1 F(z) = 0 if ε ≥ an .
Indeed,

F(z) ≥ {an − ε}+
√√
√
√

n∑

i=1

|ci zi |2 = 0 (74)

and the lower bound is achieved by z = [0, 0 . . . 0, 1]T . Thus,
without loss of generality, we further assume that ε < an and
that all zi are real. In this case,

F1(z) =
√√
√
√

n∑

i=1

|ai ci zi |2 − ε

√√
√
√

n∑

i=1

|ci zi |2 ≥ 0 (75)

so we may drop {}+ in (19) and consider the following
problem:

min
z

F1(z) s.t.
n∑

i=1

z2
i = 1 (76)

In general, it is a non-convex problem so that KKT conditions
are not sufficient for optimality [59]. We solve it using the
following 4-step method [61], [60]:

1) Establish an existence of a global solution: since the
objective F1(z) is a continuous function of z and the constraint
set |z| = 1 is compact, the existence of a solution follows from
Weierstrass theorem.

2) Find necessary conditions: KKT conditions are necessary
for optimality (this follows from e.g. [60, Proposition 3.3.8]),
so that a global minimum is a solution of KKT conditions.

3) Find all solutions of KKT conditions.
4) By inspection, find the global minimum.
The Lagrangian of the problem is

L = F1(z) − λ

(
n∑

i=1

z2
i − 1

)

(77)

and the KKT conditions are:

∂L

∂zi
= (ai ci )

2zi

|DaDcz| − ε
c2

i zi

|Dcz| − 2λzi = 0, i = 1 . . . n, (78)

n∑

i=1

z2
i = 1, (79)

where Da = diag {ai } and likewise for Dc, and λ is the
Lagrange multiplier. If zi = 0, then from (78),

(ai ci )
2

|DaDcz| − εc2
i

|Dcz| = 2λ (80)

Now take i = 1 and i = k = 1 to obtain

(a1c1)
2 − (akck)

2

|DaDcz| = ε(c2
1 − c2

k)

|Dcz| (81)

If c1 < ck , there is no solution, so we further assume that
c1 ≥ ck . Consider first the case of c1 > ck :

|DaDcz|
|Dcz| = (a1c1)

2 − (akck)
2

ε(c2
1 − c2

k )
≥ a2

1

ε
> a1 (82)

where the last inequality follows from a1 > ε, which is
implied by an > ε. On the other hand,

|DaDcz|
|Dcz| ≤ a1 (83)

which follows from Da ≤ a1I, where A ≤ B means that
B − A is positive semi-definite. Clearly, (82) and (83) are in
contradiction, so that there is no solution here either. Finally,
consider the degenerate case of c1 = ck : there is a solution
to (81) only if a1 = ak , in which case a1 = a2 = . . . = ak

and a1c1 = a2c2 = . . . = akck so that c1 = c2 = . . . = ck and
any z = [z1, z2, . . . zk, 0 . . . 0]T delivers the same objective

F1(z) = (a1 − ε)c1 ≥ (an − ε)cn (84)

which is sub-optimal in general (strict inequality unless
a1 = a2 = . . . = an and likewise for ci , in which case the
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problem is trivial), since the lower bound in (84) is achievable
by z = [0, . . . , 0, 1]T . Thus, there is no solution here either
and we are left with two possibilities: either z1 = 0 or/and
zk = 0. If z1 = 0, then zk = 0 ∀k ≥ 2 so that z1 = 1, but
this is not optimal as (84) demonstrates. Thus, we conclude
that z1 = 0. This reduces the problem from n-dimensional
to (n–1)-dimensional and, by induction, we conclude that an
optimal solution is z = [0, . . . , 0, 1]T , which clearly
delivers (20). �

B. Proof of Proposition 3

Let us consider the lower bound first. If ε ≥ σ1(H0), then
Hw = 0 and the inequality is trivial. So, we consider the non-
trivial case of ε < σ1(H0) and assume for simplicity of the
discussion that n ≥ m (with slight modifications, the proof
can be applied to the n < m case as well). To prove the if
part, observe the following:

|Hw| = |H0w + �Hw|
=

∣
∣
∣�0z + �H̃z

∣
∣
∣

(a)≥ |�0z| −
∣
∣
∣�H̃z

∣
∣
∣

(b)≥ |�0z| − ε |z| (σ0 − ε) |z| |Hww| (85)

where z = V+
0 w, �H̃ = U+

0 �HV0, (a) follows from the
triangle inequality, (b) follows from

∥
∥�H̃

∥
∥

2 = ∥
∥�H

∥
∥

2 ≤ ε,
and this holds for any w and any admissible �H.

To prove the only if part, we assume that there are at least 2
different singular values of H0 and arrange its singular values
in decreasing order. Let us consider first the case of σm(H0) ≥
ε and observe that (85) holds all the way up to (b) and in fact
can be achieved with equality by using �H̃ = −εU� I , where
� I = diag(1, 1, . . . 1) is an n ×m matrix with 1s on the main
diagonal and zeros elsewhere and U is a unitary (rotation)
matrix such that �0z = αU� I z, α > 0, i.e. �0z and U� I z
are parallel. Under this choice of �H̃, one obtains:

|Hw| = |�0z| − ε |z| (86)

and this can be done for any �0 and z. Let us now select
z = [1, 0, . . . 0, 1]T and observe that

|Hww| = |(�0 − ε� I )z|
> |�0z| − ε |� I z| = |�0z| − ε |z| = |Hw| (87)

where the inequality is due to the fact that
�0z = [σ1(H0), 0, . . . 0, σm(H0), 0, . . . 0]T and � I z =
[1, 0, . . . 0, 1, 0, . . . 0]T are not parallel so that the equality
in the triangle inequality cannot be achieved and the last
equality comes from (86). Thus, (69) breaks down if at least
two singular values of H0 are distinct. Let us now consider
the case of σm(H0) < ε and set

z1 =
√

ε2 − σ 2
m(H0)

σ 2
1 (H0) − σ 2

m(H0)
,

zm =
√

1 − z2
1, zk = 0 ∀k = 1, m (88)

Noting that 0 < z1 < 1 and setting �H̃ to satisfy (86), one
obtains

|Hw| = |�0z| − ε = 0 < (σ1(H0) − ε)z1 = |Hww| (89)

where 2nd equality is due to the (easy to verify) fact that
|�0z| = ε. The upper bound can be proved in a similar
way. �
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