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Nonlinear EMI Simulation of an AM Detector at the
System Level

Sergey L. Loyka

Abstract—A nonlinear detector simulation technique that can be used
together with the discrete technique for a rapid radio receiver electromag-
netic compatibility and electromagnetic interference (EMC/EMI) simula-
tion up to the baseband signal processing path at the system level is pro-
posed. The technique presented allows one to simulate an amplitude mod-
ulation (AM) detector in the large signal mode as well as in the small signal
mode by taking into account the nonlinearity of the detector transfer char-
acteristic. The technique was validated by making comparisons with mea-
surements and PSPICE simulation data.

Index Terms—AM detector, electromagnetic interference, system-level
simulation.

I. INTRODUCTION

Nowadays, the importance of electromagnetic compatibility and
electromagnetic interference (EMC/EMI) effects on radio systems
is increasing significantly. The extensive growth in radio systems,
especially in mobile communication systems, greatly increases the
risk of inter and intrasystem EMI [1]. Using appropriate analysis and
simulation tools from the initial design stages allows one to optimize
the radio system design and performance from an EMC/EMI view-
point and to reduce significantly the cost of interference prevention.

A radio system can often experience nonlinear behavior and non-
linear phenomena (intermodulation, cross modulation, gain compres-
sion/expansion, etc.) and such phenomena have a profound effect on
EMC/EMI [1]–[3]. A nonlinear simulation tool must be used in order
to carry out EMC/EMI analysis in such a case.

A nonlinear modeling technique (so-called “discrete technique”) for
numerical EMC/EMI simulation at the system (behavioral) level has
been proposed in [4]–[7] (Section II for detail discussion). This tech-
nique allows one to carry out rapid numerical EMC/EMI analysis of
a complex radio system or subsystem (i.e., receiver, transmitter, etc.)
or a set of systems/subsystems over a wide frequency range taking
into account nonlinear effects (including spurious responses of a radio
receiver). Such an analysis is, for instance, a very important part of
EMC/EMI modeling of a mobile communication system [8]–[14].

Unfortunately, the discrete technique cannot be directly applied to
a detector simulation because it assumes that the nonlinear element is
memoryless and that it operates independently of the linear filter con-
nected to its output (Fig. 1). This is not the case for a detector. For
example, the RC circuit at the amplitude modulation (AM)-detector
output (Fig. 2) has a profound effect on the diode operation so we
cannot analyze the diode and RC-circuit operation separately.

This is an essential limitation on discrete technique possibilities. Due
to this limitation, the simulation of a radio receiver can be carried out
only as far as the output of the intermediate frequency (IF) path (the de-
tector input) and, correspondingly, base-band signal processing cannot
be simulated.

A method which can be used together with the discrete technique
so as to simulate an amplitude detector at the system (behavioral)
level has been proposed in [15]. However, the nonlinearity of the
detector transfer characteristic is not taken into account and therefore
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Fig. 1. Representation of a typical radio frequency stage.

Fig. 2. AM diode detector.

that method can be used in the large signal mode only. Besides, the
prediction accuracy of the nonlinear products at the detector output is
rather poor in some cases.

Here, the author extends the simulation method given in [15] and
presents a system-level AM-detector simulation technique which takes
into account the nonlinearity of the detector characteristic and, there-
fore, can be used both in the small signal and the large signal modes.
The method also improves the accuracy of the nonlinear product pre-
dictions. The computational time of this method is substantially smaller
than that of PSPICE (two to three orders), especially when carrier and
modulating frequencies differ significantly. This method also does not
require detail schematic knowledge—several system-level detector pa-
rameters will suffice.

In Section II, the author gives a brief introduction to the discrete
technique. Section III outlines the detector simulation technique given
in [15] and its constrains. Section IV gives the improved technique.
Section V gives the validation of this technique and in Section VI the
frequency and phase detectors simulation are briefly discussed. Finally,
Section VII gives conclusions.

II. OUTLINE OF THE DISCRETETECHNIQUE

The main idea of the discrete technique [4]–[6] is that a typical RF
stage can be represented as linear filters (LF) and memoryless non-
linear elements (MNE) connected in series (or in parallel). For ex-
ample, a radio frequency amplifier can be represented as a typical RF
stage (so-called “sandwiched nonlinearity”), which employs the linear
filter at the input (matching network), the memoryless nonlinear ele-
ment (transistor) and the linear filter at the output (matching network)
[2], as shown in Fig. 1.

The process of signal passage through linear filters is simulated in
the frequency domain using the complex transfer factor of the filter

Sout(fn) = Sin(fn) � K(fn) (1)

where
Sout(fn) signal spectrum at the filter output;
Sin(fn) signal spectrum at the filter input;
K(fn) complex transfer factor of the filter;
fn sample frequencies.

A signal passage through a nonlinear memoryless element is simulated
in the time domain as

uout(tk) =

I

i=1

aiu
i

in(tk) (2)

where
uout(tk) instantaneous value of the signal at the MNE output;
uin(tk) same for the MNE input;
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tk sample points in time;
ai coefficients of the high-order polynomial which de-

scribes the transfer characteristic of the nonlinear
element;

I order of the polynomial.
The transition from the time domain to the frequency domain and vice
versa is made with the use of the direct and inverse fast Fourier trans-
form (FFT and IFFT)

S = FFT(u); u = IFFT(S): (3)

The determination of the sampling rate, the sample frequency interval,
the number of samples as well as a polynomial synthesis technique have
been discussed in [5], [7], [16], and [17]. The identification method of
nonlinear interference sources has been discussed in [6]. AM–PM con-
version can also be modeled with the joint use of the discrete technique
and the quadrature modeling technique [10]–[14].

Using the discrete technique, a radio receiver can be simulated over
a wide frequency range with a very-high-frequency resolution (up to
106–107 sample frequencies). On a modern PC, analyses can be com-
pleted in minutes versus several years for conventional circuit-level
simulation.

III. AM-D ETECTORSIMULATION AT THE LARGE SIGNAL MODE

Since the primary function of an AM detector is to generate output
signal which is proportional to the amplitude of an input signal, it’s
necessary to calculate the input signal amplitude in order to carry out
the simulation. A signal at the input of a radio receiver detector is, as a
rule, a narrow-band one, so the Hilbert transform can be used for this
purpose. We should note that the requirement for the input signal to be
narrowband is dictated not by the Hilbert transform itself which can be
applied to a broad-band signal too, but by the RC-circuit present at the
detector output. This issue will be discussed further in detail.

For the sampled spectrum which is used in the discrete technique,
the Hilbert transform takes the simplest form [18]

Sn� = �j � Sn (4)

where
Sn = S(fn) sampled spectrum;
Sn� spectrum of the Hilbert conjugate signal;
j imaginary unit.

The input signal amplitude can be obtained with the use of the well-
known ratio [18], [19]

Ak = u2k + (u�k)
2 (5)

whereuk = u(tk) is the sampled input signal andu�k the Hilbert con-
jugate signal ofuk. u�k is obtained fromS�

n by means of inverse FFT
as

u
�

k = IFFT(S�

n): (6)

In the simplest simulation technique,Ak can be used in order to obtain
the detector output signal

uout; k = kd � Ak (7)

wherekd is the detector transfer factor. This approach works quite well
in some practical cases. But, as a detailed consideration shows, there
are two constrains for this approach:

1) the bandwidth of the input signal must be smaller than the
cutoff frequency of a low-pass filter (RC circuit) at the detector
output

�fin < Fcut (8)

(in some cases this constrain can be relaxed, as shown later);
2) the input signal must be large enough so that the detector op-

erates in the large signal mode

Ak > Amin (9)

whereAmin is a threshold level which is determined by the
volt-ampere characteristic of the nonlinear device used in the
detector (for a diode detectorAmin � 0:2 � 0:7 V and for a
transistorAmin � 50 � 100 mV).

The second constrain is rather obvious—the output signal in an AM
detector is proportional to the input signal amplitude (kd is a constant)
only when operating in the large signal mode. In the small signal mode
kd is a function ofAk and the spectral content of the output signal
is much richer than that ofAk. This technique doesn’t differentiate
between the small and large signal modes since the Hilbert transform
is linearly related to the input signal amplitude as

u
�

k(c � uk) = c � u
�

k(uk) (10)

wherec is a constant and, correspondingly,Ak(c�uk) = c�Ak(uk). For
this reason, this technique cannot predict harmonics of the modulating
signal, which always are present at the detector output (fortunately, for
most of practical detectors, the harmonic levels are rather low and may
be disregarded in EMC problems).

To discuss the first constrain in detail, let us consider the detector
shown in Fig. 2.

If the bandwidth of the input signalEin (which contains interference
as well as a required signal) is smaller than the cutoff frequency of
the RC-circuit at the detector output, the output signaluout repeats
the amplitude of the input signal at the same moment of time and thus
the detector is said to be memoryless. If not, the output signal doesn’t
repeat the amplitude of the input signal and depends on its levels at the
preceding moments of time and the detector is said to have memory.
To determine the boundary between these two modes, lets consider the
input signal shown in Fig. 3. This signal consists of the required AM
signal (fc; fc+Fm andfc�Fm) and the interference signal (fint). The
required signal bandwidth is always smaller than the cutoff frequency
(the design constrain). The interaction between the interference and the
required signal will result in a beat. So we must consider the difference
between the interference frequency and the required signal frequencies
(the beat frequencies). Taking into account that the side frequencies
levels are, as a rule, smaller than that of the carrier and for the sake
of simplicity, we shall consider further the beat between the carrier and
the interference (beat between the side frequencies and the interference
can be considered in a similar way). Then the signal bandwidth is equal
to the beat frequency

�fin = fbeat = fint � fc (11)

wherefbeat is the beat frequency. If condition (8) is true, then the
output signal repeats the input signal amplitude and the technique
works quite well. Otherwise, the output signal doesn’t repeat the input
signal amplitude because capacitorC1 has not managed to discharge
with the beat frequency: the rate of the capacitor dischargevC is
smaller than the rate of the change of the beat signal amplitudevbeat.
Let’s assume for simplicity thatuint < uc, whereuint is the interfer-
ence level anduc is the required signal level without modulation (the
opposite case can be considered in a similar manner). Then, taking
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Fig. 3. Spectrum of the input signal:f —carrier frequency,F —modulating
frequency, andf —interference frequency.

into account the exponential law for the capacitor discharge, we obtain
the following assessment forvC :

vC �

uc
�

(12)

where� = R1C1 is the RC-circuit constant. In a similar way we obtain
the following assessment for the average value ofvbeat:

vbeat �
4uint
Tbeat

(13)

whereTbeat = 1=fbeat = 1=�fin is the beat period, since the beat
amplitude equals the interference amplitude. Our simulation technique
will predict the correct output signal ifvC > vbeat, or, using (12) and
(13)

uint <
uc

4� � fbeat
: (14)

From this condition we can conclude the following: if the interference
level is rather low, then the output interference level (at the beat fre-
quency) is not affected by the RC-circuit even if the beat frequency is
larger than the cutoff frequency of the RC-circuit (this conclusion is
also confirmed by the PSPICE simulation and by measurements).

Thus, it is absolutely unacceptable to model the AM detector as the
series connection of a nonlinear element (or a frequency transformer)
and a low-pass filter, as it has been proposed by some authors. Physi-
cally it can be explained as follows: the capacitor is discharged through
the resistorR1 and is charged through the direct diode resistance which
is much smaller thanR1, so the discharge time constant and the charge
time constant are quite different.

From the practical viewpoint, spectral components of the detector
input signal, which lie outside of the IF path bandwidth, will be strongly
attenuated by the IF path, so that condition (14) will be fulfilled. If,
nevertheless, it is not, it means that these spectral components have very
large level at the receiver front-end stages and the receiver is completely
blocked.

If condition (14) is not true, then the output interference signal will
be attenuated by the RC circuit. But the attenuation factor will be
smaller then the transfer factor of the RC circuit. Thus, the optimal
decision is to ignore completely the RC circuit during the simulation.

We should note that if an additional low-pass filter is connected to
the detector output (as on Fig. 4), then this filter must be taken into
account (since the capacitorC2 charge and discharge time constants
are the same) as

Sout = Sout �K(f) (15)

whereSout is the spectrum at the filter output andK(f) is the complex
transfer factor of the filter.

Let’s consider the sampling rate, the sample frequency interval and
the number of samples. These quantities are determined using methods
similar to those in the discrete technique [4],[5]. The maximum sample
frequencyfn;max must be higher than the highest input spectrum fre-
quencyfin;max with some margin, which can be expressed as

fn;max = kfin;max (16)

Fig. 4. AM diode detector with a low-pass filter.

wherek is a margin factor (k = 2 � � � 10). The sample frequency in-
terval�fn must be lower with some margin than the lowest input beat
(or modulating) frequencyfbeat;min, which should be modeled, which
can be expressed as

�fn = k1fbeat;min (17)

wherek1 is a margin factor (k1 = 0:1 � � � 0:5). Using (16) and (17),
the number of samples in the time domain can be expressed as

N = 2
fn;max

fbeat;min

: (18)

We must round off this number to a power of two (in order to use FFT)
as

N = 2m; m = [log
2
N ] + 1 (19)

where[�] is the whole part. Further we recalculate�fn for constant
fn;max (or fn;max for constant�fn) using (16)–(18).

IV. NONLINEAR AM-DETECTORSIMULATION

In order to simulate an AM-detector in the small signal mode and
to predict accurately the levels of nonlinear products at its output, its
necessary to take into account the nonlinearity of the detector charac-
teristic. When the output impedance of a detector is much smaller than
the load impedance, the following formula forkd [20] can be used

kd =
ln I0 Ak

Ak

(20)

whereAk = Ak='te is the normalized amplitude,'te = �'t is the
effective thermal voltage,� is a correction factor (it depends on the
type of a detector element,� = 1 � � � 3), 't is the thermal voltage
('t � 25 mV for the room temperature), andI0 is the zeroth order
modified Bessel function of the first kind.

Taking into account all considerations given above, we can present
the AM-detector simulation scheme as shown in Fig. 5.

As a practical experience shows, this technique works quite well for
a transistor AM detector (the output impedance of such a detector is
much smaller than the load impedance), but fails to work for a diode
AM detector since the output impedance of such a detector in the small
signal mode is much larger than the load impedance. Thus, in this case
we must correct (20) to account for the detector output impedance. To
accomplish this, the method given in [20] and [21] is used. The basic
equation for the detector transfer factor is [20]

ln(Y + 1) + Y � � = ln I0(Ak) (21)

whereY = uout; k=R1 � Is, R1 is the load resistance (see Figs. 2 and
4) andIs is the diode saturation current,� = IsR1='te. Using (21),
the detector transfer factor can be expressed as follows:

kd =
uout; k
Ak

=
1

Ak

ln
I0(Ak)

Y + 1
: (22)

To findkd, we must solve (21) forY . Unfortunately, this equation is
transcendental forY and it has no analytical solution in general. It is
unsuitable to use a numerical technique to solve the equation since the
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Fig. 5. Nonlinear AM-detector simulation scheme:S —input signal
spectrum andS —output signal spectrum.

simulation time increases substantially. To find a solution, let us use
the perturbation theory, i.e., to presentY in the form

Y = Y0 +�Y (23)

whereY0 is the solution of (21) for� = 0,

Y0 = I0(Ak)� 1; (24)

and�Y is an addition toY0 when� 6= 0. Using (23), we rewrite (21)
in the form

ln(Y0 +�Y + 1) + (Y0 +�Y ) � � = ln I0(Ak): (21a)

Using (21a) and (22)–(24), after some manipulations we obtain the fol-
lowing equation forkd:

kd =
1

Ak

� ln
1 + � � I0(Ak)

1 + �
: (25)

This equation generalizes (20) for the case of large output detector
impedance (when� � 1; a typical value of� for a diode detector
is � = 0:01 � � � 0:1). Fortunately, (25) reduces to (20) when the output
impedance is small (� � 1), so it works for large values of� too (we
should note that, as a rule, perturbation series work well for a small
value of an expansion parameter and its rather difficult to obtain a good
approximation for large value of the expansion parameter).

Thus, the diode AM-detector simulation can be carried out as on
Fig. 5 butkd is calculated using (25) rather than (20).

V. TECHNIQUE VALIDATION

In order to validate the technique proposed, extensive circuit-level
simulations of diode and transistor AM-detectors and measurements
have been performed. The circuit-level simulations were performed
using the well-known simulation tool PSPICE [22]. The signal shown
in Fig. 3 was used as the input during the simulations and measure-
ments.

Fig. 6 shows a measurement block diagram. It includes an AM signal
generator, an interfering signal generator, a combiner, an AM detector,
a buffer stage (it was used to match the detector output impedance with
the spectrum analyzer input impedance), and a spectrum analyzer. First,
the measurement setup itself (without the detector) was tested to be sure
that it did not generate nonlinear products. Then, the output detector
signal was measured.

Some results of the simulation and measurements and the compar-
ison with the technique proposed for the transistor detector are pre-
sented in Figs. 7 and 8.

For Fig. 7, the interference frequency is within the required
signal bandwidth (parameters of the input signal:fc = 1 MHz,

Fm = 10 kHz, modulation indexm = 0:3, uc = 100 mV,
uint = 300 mV, fint = 1015 kHz). As it can be seen from this figure,
the proposed technique agrees well with PSPICE predictions and with
measurements for levels not smaller than�30 � � � �40 dB relative to
the maximum. All effects known from the theory (signal compression,
beat generation at the frequenciesfint � fc, fint � fc � Fm,
fint� fc+Fm, etc.) are predicted quite well. For example, the output
detector signal at 10 kHz (modulating frequency) would be 30 mV
(� m � uc in the large signal mode) without the interference signal,
and in our case it is�5 mV. During the computations, we found that
the proposed technique is approximately a hundred times faster than
PSPICE.

For Fig. 8, the interference frequency lies outside of the required
signal bandwidth (parameters of the input signal:fc = 1 MHz, Fm =
10 kHz,m = 0:3, uc = 100 mV, uint = 100 mV, fint = 1100 kHz).
As it can be seen from this figure, the largest beat level at the frequency
fint � fc = 100 kHz is predicted quite well. It proves our conclusion
that the RC circuit must be discarded during the simulation (for the
present case,(fint � fc)=Fcut � 3 so if the RC circuit had operated
as an usual low-pass filter, threefold attenuation would have been ex-
pected for this beat frequency, which is not observed in reality).

Some results of the simulation and measurements and the compar-
ison with the technique proposed for the diode detector (see Fig. 2) are
presented on Figs. 9 and 10. Fig. 9 shows the diode detector transfer
characteristic (output level at the modulating frequency versus carrier
amplitude at the input). Parameters of the input signal are as follows:
fc = 1 MHz, Fm = 10 kHz, m = 0:3. As one can see from this
figure, the proposed technique predicts the transfer characteristic quite
accurately.

Fig. 10 shows spectrum at the detector output for the input signal as
shown in Fig. 3 (parameters of the input signal:fc = 1 MHz, Fm =
10 kHz, m = 0:3, uc = 300 mV, uint = 1 V, fint = 1015 kHz).
As we can see from this figure, the technique proposed predicts the
spectral component levels accurately down to�30 � � � �40 dB relative
to the maximum.

We should note the following.

• Spectral levels at the diode AM-detector output in the small signal
mode depend substantially on the diode saturation current (i.e.,�)
which in turn reveals large sample-to-sample fabrication disper-
sion. Thus, the prediction accuracy is not very good in this case
(the typical value is about 10 dB) and the use of a circuit-level
simulator can not improve the situation for this reason. Small
spectral components in the large signal mode can not be predicted
with high accuracy as well. The Monte Carlo simulation method
could be a solution to this problem.

• If the figure of merit is the signal/interference ratio or similar, then
the maximum level in the interference spectrum gives the main
contribution. This level is predicted by the technique proposed
quite well.

• When the values ofIs and� are extracted from the measure-
ment of the diode volt-ampere characteristic (as in PSPICE, for
instance), only the small-signal part of this characteristic should
be taken into account in order to achieve good accuracy for these
values. The large signal part of this characteristic can reduce the
accuracy substantially.

VI. FM/PM DETECTORSIMULATION

A similar approach can be used in order to simulate an FM or PM de-
tector. Using the Hilbert Transform, we find instant angular frequency
of the detector input signal [18] as

!k =
u�k � uk�1 � u�k�1 � uk

�t � A2

k

(26)
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Fig. 6. Measurement block diagram.

Fig. 7. Spectrum at the transistor AM-detector output (input signal—as shown
on Fig. 3). The interference lies within the required bandwidth.

Fig. 8. Spectrum at the detector output (input signal—as shown on Fig. 3).
The interference lies outside the required bandwidth.

where�t is the time sample interval. Output signal of an FM detector
is proportional to the difference between the instant frequency and the
detector resonant frequency!0 and is expressed as

uout; k � kd(!k � !0): (27)

This equation is valid for the linear part of the detector input–output
characteristic when

j!k � !0j � �! (28)

where�! is the linear part width, and for a sufficiently large input
signal when its amplitude is constant (due to the limiter which is con-
nected in front of the detector). This can be expressed as

Alim; in � Ath; ;in (29)

whereAlim; in is a signal amplitude at the limiter input andAth; in

its threshold level (the saturation level). In other cases, this equation

Fig. 9. The diode AM-detector transfer characteristic.

Fig. 10. Spectrum at the diode AM-detector output (input signal—as shown
on Fig. 3). The interference lies within the required bandwidth.

should be generalized to take into account the nonlinearity of the de-
tector characteristic and its dependence on the input signal amplitude

kd = kd(!k � !0; Ak): (30)

Appropriate approximations for the dependence ofkd on!k � !0 can
be found in [20]. The dependence ofkd onAk can be approximated by

kd � c � Ak; c—constant (31)

for an FM detector with tuned-off circuits or similar and by

kd � c � A2

k; c— constant (32)

for an FM detector with a multiplier.
As practical experience shows, this simulation technique predicts the

required signal compression and the threshold effect quite well. Pre-
dicted interference levels are smaller than in reality since the nonlin-
earity of the detector amplitude characteristic is not taken into account.
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VII. CONCLUSION

A nonlinear technique of system-level detector simulation has been
proposed in the paper. This technique can be used for the EMC/EMI
simulation of a complex radio system together with the discrete tech-
nique when the use of a circuit-level simulator is not possible in view
of limited computer resources or when the exact circuit parameters are
not known. The computational efficiency of the technique proposed is
two to three orders higher than that of PSPICE, especially when carrier
and modulating frequencies differ significantly.

In general, we can conclude that the technique proposed predicts
output spectral components of an AM detector, which are not smaller
than�30 dB relative to the maximum level, quite accurately. Phase and
frequency detectors can be simulated using an approach similar to that
applied to the AM-detector simulation.
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