
  

  

Abstract— This paper examines task allocation in multi-robot 

systems in the context where a suitability level of the specialized 

robots is considered. Based on the assumption that each 

individual agent possesses specialized functional capabilities and 

that the expected tasks impose specific requirements, a 

formulation of the agents’ specialization is defined to estimate 

individual agents’ task allocation probabilities. The original task 

allocation process involves a centralized matching scheme to 

associate each agent’s suitability level with corresponding 

detected tasks. Then, the task-agent matching scheme is 

expanded to coordinate the most specialized agent or group of 

agents while also considering availability factors. Early 

experimental results are presented and analyzed to demonstrate 

the effectiveness of the proposed framework. 

I. INTRODUCTION 

The goal of this research is to evolve the coordination of a 
heterogeneous group of robots to be well functioning as a 
cooperative team, under consideration of the respective 
agents’ specialization. The resulting team should be able to 
optimize the overall level of competence that the robots can 
offer while being assigned to a series of tasks, where each task 
is to be mastered by the proper individual agent or by many 
qualified agents collaborating together. The focus in this paper 
is on developing and exploiting an analog formulation of the 
individual robots’ specializations to best satisfy the specific 
requirements imposed by given tasks. 

II. RELATED WORK 

A sequence of task-agent allocations to minimize the task 

duration or energy consumption for a team of heterogeneous 

mobile robots is introduced in [1]. The stick-pulling problem 

[2] is considered in [3] to investigate the advantages of 

specializing robotic agents in the case where two mobile 

robots execute a cooperative task. A task partitioning strategy 

is also introduced in [4]. Given that behavioral-based 

specialization [5] in a multi-robot system can emerge as the 

result of interactions among the robots and with the 

environment, a task-agent assignment probabilistic algorithm 

is introduced in [6] to partition the environment to a grid of 

cells. The available robots in each cell are assigned to the 

targets located with the same cell. Alternatively, a 

probabilistic model to define object-action relevance is 

developed in [7]. A probabilistic threshold is proposed in [8] 

to control robots that perform a food foraging process and that 

need to leave the nest to search for food.  

To increase the efficacy of the task allocation process 
introduced in [9] and to take advantage of task-oriented 
suitability levels for robots possessing specialized 

 
 

functionalities, a non-binary formulation of the robotic agents’ 
competence levels is proposed in this paper to support a 
probabilistic task-agent matching process. It leads to an 
efficient strategic allocation of the individual specialized 
robotic agents to specific corresponding tasks as a form of 
collaboration in a multi-robot system. 

III. PROPOSED FRAMEWORK 

The proposed approach forms a probabilistic specialty-
based task allocation mechanism for different robots that are 
equipped with specialized capabilities to best match with 
constrained tasks detected in their environment. The proposed 
solution considers the team members to be different at their 
functionality level (e.g. on-board actuators or sensors, 
communication and reasoning capabilities). A schematic 
diagram of the proposed framework is shown in Fig. 1. The 
control space tackles the robots’ dynamics control and 
navigation, whose design aspects are detailed in our previous 
work [10]. The specialization space, addressed in this paper, 
pays close attention to the match between the task 
requirements and the individual robots’ specialized 
capabilities, encoded as an agent-specific suitability level. 

 

Fig. 1 Proposed architecture for specialized agents task allocation.  

In the specialization space, a probabilistic approach is 
developed to match visual features perceived on detected tasks 
with robot specialties. It relies on an uncertain representation 
of the observed features [11] on target objects contained in the 
robotic swarm environment. The framework designed in this 
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paper aims strictly at the coordination of the suitable 
responders to the corresponding tasks. An “automatic task 
selection unit” (ATSU), shown in Fig. 1, is responsible for the 
decision-making process and is detailed in [12].  

IV. TASK CHARACTERISTICS RECOGNITION 

The dominant features on the considered target objects are 
separated into classes. The group of features 𝑿𝑘  on a class 
𝐶𝑙 that can be observed on each target type are encoded as a 
vector of 𝐹 sample features, that is 𝑿𝑘 = {𝑥𝑗 : 𝑗 = 1, ⋯ , 𝐹}, 

where 𝑥𝑗 ∈ ℛ𝟐 is a Gaussian distributed random sample of a 

two-dimensional spatial feature that is observed with mean 𝜇 
and variance 𝜎2. Also, 𝑘 = 1,2, … , 𝑇, where 𝑇 is the maximum 
number of different target object classes that can be detected 
in the robots’ workspace, 𝑿 = [ 𝑿𝒌: 𝑘 = 1,2, … , 𝑇]. An 
assumption is also made that every group of features, 𝑿𝑘, is 
associated with one specific class, 𝐶𝑙: 𝑙 = 1,2, … , 𝑇. To ensure 
the mapping between appropriate agents and corresponding 
tasks, each class is associated with an action of a given nature 
to be performed by a specialized capability of a given robot. 
The task space, 𝑿, is therefore comprised of 𝐹 × 𝑇 features 
that characterize 𝑇 possible target objects that are associated 
with the specialized capabilities available among the members 
of the robotic team. The probability of the observed features, 
𝑿𝑘, that characterize each class 𝐶𝑙, is estimated by the 
Bayesian rule: 

𝑃(𝐶𝑙|𝑿𝑘) =
𝑝(𝑿𝒌|𝐶𝑙)𝑃(𝐶𝑙)

𝑝(𝑿𝒌)
                      (1) 

where 𝑝(𝑿𝑘|𝐶𝑙) is the class-conditioned probability density 
function that describes the Gaussian distribution of the group 
of features, 𝑿𝑘, in each predefined target object class, 𝐶𝑙; 
𝑃(𝐶𝑙) is a prior probability of the class 𝐶𝑙, which is evaluated 
from the given training dataset. 𝑝(𝑿𝑘) is the probability 
density function of 𝑿𝑘 over the entire dataset considered. Since 
all quantities in Eq. (1) are a function of 𝐶𝑙, the denominator in 
Eq. (1) can be considered a normalization constant, substituted 

by 
1

ξ
 , to ensure that the left-hand side integrates to one [11]. 

Thus: 

𝑃(𝐶𝑙|𝑿𝒌) = ξ 𝑝(𝑿𝑘|𝐶𝑙)𝑃(𝐶𝑙)                   (2) 

The detected feature, 𝑥𝑗 ∈ 𝑿𝑘 , on a target is associated to the 

class that has the maximum posterior probability 𝑃(𝐶𝑙|𝑿𝒌). 

V. SUITABILITY-BASED TASK-AGENT MATCHING  

For a given matching assignment, an agent responds to 
specific task requirements when the agent’s specialty offers a 
sufficient suitability. However, a given agent can be suitable 
for different tasks with different competence levels according 
to how a robot is built or equipped. The proposed approach 
evaluates the respective agents’ suitability to be assigned to the 
task and selects the most qualified agent or group of agents, 
depending on the nature of the actions to be performed. 

A.  Analog Specialization Encoding 
A team of robots {𝑅𝑖 , 𝑖 = 1,2, … , 𝑎} consists of 𝑎 robots, 

𝑅𝑖, and provides 𝑇 different specialized action capabilities. To 
represent a given agent’s specialty in an abstract way, an 
agent’s specialty vector, 𝑺𝑖: {s𝑘 , 𝑘 = 1,2, … , 𝑇} where 𝑺𝑖 ∈
ℛ1×𝑇, introduced in [9], is encoded with a set of analog values. 
Mimicking the development of human competence through 

training or experience, it is proposed to encode each agent’s 
entries of 𝑺𝑖 ∈ ℛ1×𝑇, over the continuous range of 0 to 1, such 
that s𝑘 ∈ [0  1]. Each entry represents the relative level of an 
agent’s specialized capabilities, from low qualification (0) to 
the most specialized capability (1): 

s𝑘 = {

  0 < s𝑘 ≤  1

0
 

: 𝑅𝑖  has a given  

qualification level sk (3) 
: 𝑅𝑖  is not qualified 

0 < s𝑘 ≤  1 means that the robot possesses a corresponding 
level of a specialized capability to tackle a task of a class 𝐶𝑙 , 
recognized from the observed group of features, 𝑿𝑘. 

B. Task-Agent Matching with Suitability Level 

The confidence level of each robot to properly perform a task 

associated with a detected target object is defined as: 

�̂�𝑅 𝑖
=  𝑺𝑖�̂�𝑇                                       (4) 

�̂�𝑅 𝑖
∈ ℛ1×1 is the specialty fitting confidence level achieved 

by an agent 𝑅𝑖  of identity, 𝑖, based on the constraints raised 

by the detected classes of a given target object. �̂�𝑇 ∈ ℛ𝑇×1 

represents the probability transition vector of the detected 

classes, formulated as uncertain measurements from target 

objects recognition. This is a function of the estimated 

posterior probabilities, Eq. (2), defined as:  

�̂�𝑇 = [∑ 𝑃(𝐶1|𝑿𝑘)

𝑇

𝑘=1

∑ 𝑃(𝐶2|𝑿𝑘)

𝑇

𝑘=1

⋯ ∑ 𝑃(𝐶𝑇|𝑿𝑘)

𝑇

𝑘=1

]

𝑇

(5) 

To formulate the task-agent specialty matching in a 
probabilistic form, the concepts of probability theory are 
adopted [13]. The main concepts of the probabilistic model 
are: 1) An agent’s sample space:  the sample space is 
represented by the encoded specialties of each robotic agent, 
indicated by the vector, 𝑺𝒊. The possible sample space of 𝑅𝑖 is 

modelled as 𝜑𝑅𝑖
∈ ℛ1×1, defined in Eq. (8). 2) An events 

space: this is introduced as an estimated fitting confidence 
level, �̂�𝑅𝑖

, which is a function of the agent’s specialization 

vector 𝑺𝑖 and uncertain measurements from target object 

detections, �̂�𝑇 , introduced in Eq. (5). 3) A probability function 
associates with each event in the agent’s events space a 
probability as a real number in the range [0, 1]. This forms the 
respective agents’ specialty matching probability, which is 
defined as follows: 

𝑄𝑖 =
  �̂�𝑅𝑖

 𝜑𝑅𝑖
 
                                     (6) 

The specialty matching matrix, 𝑸 ∈ ℛ𝑎×𝑎, can be formed as: 

𝑸 = 𝑑𝑖𝑎𝑔 [
�̂�𝑅1

𝜑𝑅1

,
�̂�𝑅2

𝜑𝑅2

, ⋯ ,
�̂�𝑅𝑎−1

𝜑𝑅𝑎−1

,   
�̂�𝑅𝑎

𝜑𝑅𝑎

]            (7) 

where 𝜑𝑅𝑖
 is the sum of the encoded basis of the agent’s 

specialized capabilities defined in its specialization vector 𝑺𝑖, 
defined as: 

𝜑𝑅𝑖
= ∑ s𝑘

𝑇
𝑘=1                               (8) 

It is also worth noting that the sum of specialized capability 

levels associated with a given agent, ∑ s𝑘
𝑇
𝑘=1 , is not 

constrained to unity. This provides additional flexibility in the 
selection of the agents involved in the swarm.  



  

C. Qualified Responders’ Coordination 

It is important to support realistic scenarios in which a 
robot may not always be available because of a dead battery or 
because it was already allocated to another task. To tackle such 
circumstances, the proposed framework integrates an agents’ 
availability state, 𝝑𝐴𝑣, beyond the specialty representation, 𝑸. 
The agents’ availability, 𝝑𝐴𝑣, is meant to ensure the 
replacement of unavailable robotic agents with available ones. 
The availability vector, 𝝑𝐴𝑣 ∈ ℛ𝑎×1, is defined based on the 
current internal status of each robot. At the time of robotic 
swarm deployment, the internal flag of the deployed agents is 
raised to “available” while the internal flag of agents that are 
not available is set to “withdrawn”. When active, the 
availability flag keeps the agent’s task allocation probability 
operational and detected tasks are assigned to an available 
agent when its estimated fitting confidence level, �̂�𝑅 𝑖

, is 

optimal. In contrast, agents with an internal flag set to 
“withdrawn” are deactivated, and the task allocator searches 
for an alternative “available” agent to accomplish the mission 
set by a detected task. When an available agent is assigned to 
a given task, then its availability state is changed to “busy” 
until the task is fulfilled. The availability vector, 𝝑𝐴𝑣 ∈ ℛ𝑎×1, 
is defined as: 

𝜗𝐴𝑣𝑖
= {

1, 𝑅𝑖  𝑖𝑠  "𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒"                           
0, 𝑅𝑖   𝑖𝑠  "𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑛"  𝑜𝑟 "𝑏𝑢𝑠𝑦" 

     (9) 

The coordination scheme operates from the cumulation of two 
components: 1) the specialty matching probabilities, 𝑸; and 2) 
the availability state, 𝝑𝑨𝒗, of each robotic agent. Therefore, the 
suitability-based matching scheme is overall defined as: 

𝜳 = 𝑸 𝝑𝑨𝒗                          (10) 

𝜳 ∈ ℛ𝑎×1 returns task allocation probabilities with respect to 
the detected task for the available agents, or 0 for withdrawn 
or busy units.  

To vary the dynamic response according to operational 
conditions, a human supervisor should remain involved as a 
supervisor in the task allocation process and given a role to 
initialize or control a task allocation response threshold but 
should not need to intervene frequently. For this purpose, a 
minimum fitting threshold (MFT), 𝜂, is implemented as a 
safety measure that guarantees a minimum qualification or 
suitability level below which no agent will respond. The 
human operator sets the MFT value for the system, either 
before the deployment of the robots or during the operation. 
This way, human skills can be shared with the robots by 
varying this parameter dynamically, and the minimum 
required level of trust (MFT) in the recognized target object 
can influence the coordination before robots are put in action. 
Given that one of the overall objectives of this approach is to 
reduce the cognitive load on the operator, pre-setting the 
distribution of MFT over predefined ranges showed that it can 
reduce the number of times the human operator needs to 
intervene on the MFT setpoint and simplify the operation. 
Therefore, the desired MFT, 𝜂, is overall defined as 𝜂 ∈ (0 1], 
but is distributed over two predefined ranges representing 
respectively a low specialty fitting level (LSFL), suitable for 
less critical tasks, and a high specialty fitting level (HSFL), for 
when highly specialized intervention is required: 

{
𝐿𝑆𝐹𝐿:                        1 < 𝜂 ≤ τ,
𝐻𝑆𝐹𝐿:                        τ < 𝜂 ≤ 1,

                  (11) 

This formulation ensures that only a satisfactory suitability 
level, above the set MFT, estimated as a specialty matching 
probability, 𝑸, can initiate the task allocation process. 
Therefore, 𝜳, defined in Eq. (10), is further refined to only 
consider the task allocation suitability levels of the available 
agents that achieve the desired MFT, and is reformulated as: 

𝜳𝑀𝐹𝑇 = [𝛹𝑀𝐹𝑇1
, 𝛹𝑀𝐹𝑇 2

, ⋯ , 𝛹𝑀𝐹𝑇 𝑎
]𝑇               (12) 

and 

                𝛹𝑀𝐹𝑇 𝑖
= {

𝛹𝑖 ,       |  𝛹𝑖 ≥ 𝜂 ∶  𝛹𝑖 ∈ 𝜳 
0,         |  𝛹𝑖 < 𝜂 ∶  𝛹𝑖 ∈ 𝜳 

               (13) 

Accordingly, the qualified and available agents are 
automatically selected and allocated to the detected tasks 
considering the human supervisor’s strategic guidance, 
triggered by parameter 𝜏. The identification index of the best-
suited available agent above the MFT is given by: 

∅𝐵𝐸𝑆𝑇 𝑅𝐸𝑆𝑃𝑂𝑁𝐷𝐸𝑅 𝐼𝑁𝐷𝐸𝑋 = 𝑖 | 𝑖 ∈ 𝑚𝑎𝑥 {𝜳𝑀𝐹𝑇}         (14) 

The 𝑚𝑎𝑥 operator is used to extract the identification of the 
agent with the highest suitability level. 

VI. EXPERIMENTAL VALIDATION IN SIMULATION 

The proposed approach is experimentally validated by 
considering a set of 𝑇 = 5 classes of target objects to be 
potentially detected in an environment that surrounds a multi-
robot system consisting of 𝑎 = 8 specialized robotic agents, 
that can intervene each with their predefined qualification 
levels when facing a given type of task. Table 1 defines the 
analog encoding preset for the 8 agents based on their 
respective suitability level to each task. These levels are 
estimated, often at time of construction or configuration of a 
robotic agent, according to its mechanical, electronic, or 
computational capabilities. For example, considering that 
agent 𝑅1 is a ground vehicle equipped to provide basic first-
aid care services (task type 𝑇𝐹1

), the suitability level of this 

robot for this type of task can arbitrarily be set to 0.6 in the 
agents’ analog specialization encoding, defined in section V.A 
and represented in its specialty vector, 𝑺1, detailed in Table 1.  

TABLE 1: ANALOG ENCODING OF SPECIALIZED FUNCTIONALITIES FOR A GROUP OF 8 

ROBOTIC AGENTS TO MEET THE REQUIREMENTS OF 5 DIFFERENT TASK TYPES. 
Agents’ analog 

specialty vectors 

Task types (First-aid care with increasing complexity 

(𝑇𝐹1
to 𝑇𝐹5

)) 

𝑇𝐹1
 𝑇𝐹2

 𝑇𝐹3
 𝑇𝐹4

 𝑇𝐹5
 

𝑺𝟏 0.6 0.2 0 0 0 

𝑺𝟐 0.2 0.7 0 0 0 

𝑺𝟑 0.5 0 0.5 0 0 

𝑺𝟒 0.4 0.3 0.4 0 0 

𝑺𝟓 0 0.4 0.6 0 0 

𝑺𝟔 0 0 0.4 0.8 0 

𝑺𝟕 0 0 0 0.55 0.45 

𝑺𝟖 0 0 0 0.5 0.5 

Considering that the same agent is less adapted to provide 
more advanced levels in emergency care (e.g. task type 𝑇𝐹2

), 
this fact can be encoded with a lower functionality level at 0.2, 
also displayed in Table 1. For demonstration purpose, the 
following test cases consider that a low specialty fitting level 
(𝐿𝑆𝐹𝐿) is sufficient for an agent to be assigned a detected task 
through the proposed task-agent matching process detailed in 
section V and with an imposed MFT value of 𝜂 = 0.3.  



  

A. General Framework Validation 
 This test case initially considers that all team members 

defined in Table 1 are available for the task assignment process 
whenever a compatible task is detected in the environment of 
the robotic swarm. Fig. 2 depicts the situation where a target 

object of type 𝑇𝐹1
 (e.g. a minor car accident) is detected with 

a confidence of 80% by a unmanned aerial vehicle (UAV) 
(shown in red) conducting surveillance over an area. The UAV 
collects data from the workspace and feeds the target detection 
stage. The task allocation process results in different suitability 
levels with the detected task, considering Eq. (12). The 
numerical results are detailed in Table 2.  

TABLE 2: SUITABILITY-BASED TASK ALLOCATION WITH RESPECT TO A TASK 𝑇𝐹1
. 

 

�̂�𝑇  

 

ID# 

 

(𝑸) 

 

(𝝑𝐴𝑣)  

1:Available 

0:Withdrawn 

or Busy 

Suitability 

level  

𝜳𝑀𝐹𝑇 

 
MFT 

(𝜂) 

 

𝑇𝐹1
 0.8 

 

𝑅1  0.6 1 0.6*  

𝑅2 0.18 1 ---  

𝑅3 0.4 1 0.4 0.3 

𝑅4 0.3 1 0.3  

*selected agent assigned to detected task. 

The agent  𝑅1 is the most qualified agent for this situation 
with suitability level of 0.6, which is obtained with Eq. (4) 
from the combination of the confidence in the detected task 
(0.8) and the agent’s specialty level (0.6) from Table 1, and 
normalized on the basis of all agent R1’s qualifications as per 
Eq. (6). That is, Q1 = (0.8*0.6)/(0.6+0.2) = 0.6. Given that all 
agents are considered available (𝜗𝐴𝑣𝑖

= 1, for 𝑖 ∈ [1 4]) in 

this test case, the probabilistic qualification level, Q1 , carries 
directly through Eq. (10) and into Eq. (12). Similarly, agents 

𝑅3 and 𝑅4 present the second and third highest suitability 
levels at 0.4 and 0.3, respectively. The suitability of all three 
agents satisfies the set MFT at 0.3, Eq. (13).  

On the other hand following the same computational 

process, agent 𝑅2 offers a suitability level to task of type  

𝑇𝐹1
 of only 0.18, which is lower than the minimum level 

(MFT) that the system requires for the task allocation to 

proceed on an agent. As a result, agent 𝑅2 cannot be allocated 

to the task (𝑇𝐹1
) and is discarded. Therefore, as per Eq. (14), 

the task allocator selects the most suitable agent as a first 
specialized responder to the detected target, and the system 

automatically assigns 𝑅1. 

B. Validation with Management of Agents’ Availability  
Whenever an agent is assigned to a given task, as in section 

VI.A, or must be removed from the list of available responders 
due to a failure, the corresponding agent’s availability flag is 
changed to “busy” or “withdrawn”, as per Eq. (9). In such 
circumstances, the proposed task allocator exhibits the 
necessary flexibility to still rank and determine the most 
qualified agents by automatically substituting the unavailable 
agents with alternative qualified agents. Formally considering 

the proposed availability states, 𝝑𝐴𝑣 in Eq. (9), as part of the 
suitability level estimation in Eq. (10) is an original feature of 
the proposed framework which significantly increases its 
functionality and reliability. In this second case, the task 
allocator, Eq. (12), computes the suitability level for all 
“available” agents to respond to a target detected with a 
confidence level of 75%. Fig. 3a illustrates a target object of 

type 𝑇𝐹2
 detected over the workspace while initially 

considering that all agents are available, Table 3A (4th column 
from the left). As shown, the agents offer task allocation 

suitability levels with respect to 𝑇𝐹2
 ranging from 0.19 to 0.58, 

computed in the same way as detailed in section VI.A. Agent 

𝑅2 has the highest suitability level with 0.58, and agent 𝑅5 
offers the second-highest suitability level (0.3) that just 
satisfies the minimum requirement (MFT) set through 

strategic guidance by a human operator. However, agent 𝑅1 

and 𝑅4 exhibit lower suitability levels to 0.19, and 0.2 
respectively, which leads to discard these agents from the task 
allocation process. As a result, the framework ranks the 
estimated suitability levels in descending order and selects the 

most qualified one, Eq. (14), that is agent 𝑅2 to respond to the 

detected task 𝑇𝐹2
.  

 
(a) 

 
(b) 

Fig. 3 Successive allocation of robotic agents in decreasing order of suitability 
to perform a detected target of type 𝑇𝐹2

, with consideration of availability 

status for the agents. 

 

Fig. 2 Robot 𝑅1  offering highest suitability level to target type 𝑇𝐹1
. 



  

TABLE 3: TASK ALLOCATION WITH SUITABILITY LEVELS, WHEN:  

        A) THE MOST SUITABLE AGENTS ARE “AVAILABLE”. 

 

�̂�𝑇  

 

ID# 
  

(𝑸) 

(𝝑𝐴𝑣) 
1:Available 

0:Withdrawn 

or Busy 

Suitability 

level 

𝜳𝑀𝐹𝑇 

 
MFT 

(𝜂) 

 

𝑇𝐹2
 0.75 

𝑅1 0.19 1 ---  

0.3 𝑅2 0.58 1 0.58* 

𝑅4 0.2 1 ---  
𝑅5 0.3 1 0.3  

            B) THE MOST SUITABLE AGENTS ARE “BUSY” OR “WITHDRAWN” 

 

𝑇𝐹𝐸2
 0.75 

𝑅1 0.19 1 ---  

0.3 𝑅2 0.58 0 --- 
 𝑅4 0.2 1 --- 
 𝑅5 0.3 1 0.3* 

Subsequently, if further support is required to perform the 

task on target type 𝑇𝐹2
 once 𝑅2 reaches the “busy” state, as 

indicated in Table 3B (4th column from the left), the system 
runs iteratively and assigns the next most suitable and still 

available agent, 𝑅5, as depicted in Fig. 3b. The respective 
suitability levels for the agents remain unchanged, however 
the availability factor, 𝝑𝑨𝒗, in Eq. (10) influences the 
outcomes of the task allocation process as detailed in Table 
3B. This case demonstrates that formally considering the 
agents’ availability provides significant advantages. As such, 
when the most specialized agent is “busy” or “withdrawn”, the 
system responds reliably and successively assigns the next 
most suitable agent with respect to the specialized 
functionalities required to handle the detected task. 

VII. VALIDATION WITH REAL ROBOTS 

Given that task allocation and robots coordination 
strategies find a growing number of applications in the real 
world, the proposed task allocation framework was 
implemented in a centralized decision stage remotely 
controlling the operation of a small group of physical mobile 
robots. The latter involved two commercially available 
platforms: one TurtleBot3 Waffle Pi and one TurtleBot3 
Burger [15]. A color camera separately integrated in the 
environment serves to detect landmark target objects uniquely 
identified by a combination of two-color stripes that provide 
different visual signatures: red-green, and blue-red 
respectively. For the sake of simplicity in validating the 
proposed approach, each color combination represents a task 
type to be performed and is associated, based on the robots’ 
embedded functionalities, with one of the agents considered. 
The related qualifications are marked by a corresponding 
color-coded landmark mounted over each of the mobile robots, 
as shown in Fig. 5.   The robotic agents’ qualifications are 
represented with the proposed analog encoding which assigns 
each agent different levels of competence, in the range [0 1], 
as per Eq. (3).  The experimental decision layer uses a central 
processing unit (CPU) on a laptop running the Linux (Ubuntu) 
operation system built upon a ROS navigation stack. The latter 
ensures communication between the central unit and the two 
robots via a Wi-Fi network. Communications, robots’ 
localization, and path-planning capabilities are mastered by 
ROS. 

In experiments with physical robots, a See3CAM_130 
USB color camera [16] is used to detect the dual-color features 
on each landmark task object. The recognition stage exploits 
the detection of a pair of colors in the Hue-Saturation-Value 

(HSV) color space representation, depicted in Fig. 4 for hue 
values over the range [0 179].  

 

 

Fig. 4 Hue-Saturation-Value color space. 

A tolerance on the hue value of ±5 around the predicted 
hue is applied to deal with imperfection in the imaging process 
and variability of perception due to the environment. To 
convert this variability on the color detection results provided 
by the camera into a confidence level on the detection of a 
target object corresponding to a task of a given type, the 
following formula is derived: 

𝑃𝐶𝑙
=

10 − [𝑎𝑐𝑡𝑢𝑎𝑙 ℎ𝑢𝑒 − |𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ℎ𝑢𝑒|]

10
          (15) 

In order to support integration with the task allocation 
stage, the output of the object detection stage, Eq. (5), is 
defined as follows: 

�̂�𝑇 = [𝑃𝐶1
, 𝑃𝐶2

]
𝑇

                           (16) 

where 𝐶𝑙: 𝑙 = 1: 2 denote the two combinations, or classes, of 
color features considered in this test case, respectively that is 

red-green and blue-red. 𝑃𝐶1~𝑃𝐶2 correspond to the 

recognition confidence level on a target object features 
associated with each class of task.  

In the considered test case, shown in Fig. 5, the multi-agent 
system consists of the two available agents: a Waffle 
(associated with the blue-red task) and a Burger (associated 
with the red-green task) Turtlebot3 robots. Accordingly, the 

specialization vectors, 𝑺𝑖, of the robots are defined in Table 4.  

TABLE 4: ANALOG SPECIALIZATION ENCODING FOR A PAIR OF PHYSICAL 

ROBOTS 

Agent 

Name 

Specialty 

vector 

Red 

feature 

Blue 

feature  

Green 

feature 

Burger 𝑺𝟏 0.5 0 0.5 

Waffle 𝑺𝟐 0.5 0.5 0 

An experimental trial is represented in Fig. 5 at different 
stages of the allocation process, and numerical values are 
detailed in Table 5 where the confidence on recognizing the 
red color on the target object is estimated as 70%, while the 
blue color is detected with confidence equal to 90%. No green 
color (0%) is perceived on the target object. Considering also 
that both robotic agents are initially available, 𝝑𝐴𝑣 = 1, the 
respective specialty matching probability for each robot is 
computed, Eq. (6). Considering a minimum fitting threshold 
(MFT) set at 0.3, the most suitable agent is identified with Eq. 
(14). Given that the Waffle agent is more qualified to tackle a 
blue-red task type, it is selected and directed toward the target 
object, while the Burger agent remains in proximity in case a 
second round of allocation is needed to complete the task.  

Results from experiments with real robots showed that the 
proposed approach can realistically be applied in practice 
while considering visual perception on target objects to 
condition how specialized robotic agents are allocated to 
corresponding tasks that impose specific constraints. 



  

 

VIII.  CONCLUSION 

 This paper introduces a task allocation framework that 
relies on an analog encoding of specialized functionalities 
embedded on individual robotic agents that operate as a 
swarm. An original solution to the task allocation process 
emerges for heterogeneous groups of agents where every 
individual possesses precise mechanical, sensing, or 
computational characteristics to best process tasks that impose 
specific requirements. The flexibility of the task allocation 
process is increased by formally taking into consideration the 
agents’ availability state along with their specialty-based 
suitability level when facing specific tasks. The latter are 
detected from visual sensors and characterized by confidence 
levels on target objects detection as made possible with 
modern deep learning object detection approaches. As such, 
the proposed framework evolves task allocation processing 
beyond classical methods that often aim to optimize response 
time and energy management or consider essentially uniform 
and identical entities in the definition of a robotic swarm. 
Experimental results in simulation and with physical robots 
demonstrate that the expected behavior is achieved in the 
coordination of a variable number of robotic agents with 
specialized functionalities. 
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TABLE 5: AVAILABLE AGENTS’ MATCHING PROBABILITIES AND SUITABILITY LEVELS WITH RESPECT TO A TARGET WITH BLUE AND RED COLORS 

Target color  

features recognition 

confidence level 

 

Agent 

name 

Target-agent 

specialty matching 

probability (𝑸) 

Agents’ Availability  

1:Available 0:Withdrawn 

(𝝑𝐴𝑣) 

Available qualified agents’ 

suitability level 

(𝜳𝑴𝑭𝑻) 

 

MFT (𝜂) 

Red: 0.70 

Blue: 0.90 

Green: 0.00 

Burger 0.35 1 0.35  
0.3 Waffle Pi 0.80 1 0.80* 

    

 
(a) t = 5 sec.: Searching for a target. 

 
(b) t = 18 sec.: Selection of the most qualified robot. 

 
(c) t = 30 sec.: Most qualified robot completing the task. 

Fig. 5 Task allocation sequence on a pair of robotic agents specialized to 

perform color-coded tasks. 


