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ABSTRACT 

In electronic commerce, recommender system is a powerful tool that assists 

consumers in locating and determining desired items. This paper introduces the weight-

and-relate recommendation algorithm that targets both individual and group environments, 

while incorporating dynamic social interaction evolutions. The weight-and- relate algorithm 

is based primarily on the collaborative filtering concept to predict ratings, merging profiles, 

and merging recommendations in order to generate appropriate recommendations. A 

weight-and-relate prototype was developed to assists in experimenting with the algorithm 

by providing environment adjustment capabilities. The algorithm has been evaluated with 

the objective of prediction accuracy, utilizing the mean absolute error value as the metric, 

and experimental results indicated the algorithm is acceptable. Comparisons to previous 

research are discussed and future directions are outlined. 
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Introduction 

 

Recommender system is a powerful tool that contributes to the success of any 

electronic commerce (E-Commerce) business. By assisting the consumers in identifying 

items that satisfies their individual interests, recommender systems can transform potential 

seekers into buyers. Sophisticated recommender systems often employ multiple policies to 

present recommendations that most resemble the consumer’s interests. 

The majority of recommender systems employed to-date target single-consumer 

settings, where the resulting recommendations are geared towards the interests of an 

individual. Situations where multiple consumers requiring a single set of recommendations 

are often overlooked. For example, a group of people going to a movie together may need 

recommendations on a movie that everyone would enjoy. As a result, the concept of group 

recommendation system emerged to support providing recommendations to groups of 

consumers instead of individuals. Group recommender systems are usually practical for 

domains in which multiple consumers can enjoy together, such as music or literatures, and 

impractical for requirements geared towards individuals. Compared to individual 

recommender systems, the complexity of the group system amplifies with the involvement 

of multiple users. 

As with all other recommender systems, the primary challenge for group 

recommender system is the ability to produce accurate recommendations. Although many 

research efforts have been placed on achieving accurate individual recommendations [2, 3, 

7, 27, 28, 31, 32, 34, 35], the fundamental differences with group recommender systems 
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necessitate an entire new spectrum of research due to its inherited multi-user nature. For 

the most part, group recommender systems need to produce recommendations that satisfy 

the group as one while considering the differences, affections, and impacts of each member 

of the group. 

The goal of this research is to design a recommendation algorithm, named weight-

and-relate (WaR), which will satisfy the requirement of producing recommendations for a 

group of users, while addressing the interaction and influence factors between individuals 

in the group. An experimental prototype is also to be developed that implements the WaR 

algorithm to demonstrate the capabilities of the algorithm. 
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Chapter 1. Background and Related Work 

 

Section 1.A. Recommender Systems 

 

As the Internet introduced a global information society with growing amount of 

information, recommender systems emerged to assist users in locating and identifying 

specific pieces of information. Recommender systems are applied to multiple domains, as 

previous research has studied the taxonomy of recommender agents on the Internet, 

classifying the different recommender systems in different domains and categorizing each 

of their properties [2]. Another study looked into the recommender systems provided by 

different E-Commerce websites, discussed the techniques that are used by each 

recommender system, and listed some research challenges in the field of recommender 

systems [3]. In addition, there have been papers that studied the impacts that 

recommender systems have on end-user’s opinions [4]. 

Over the years, various algorithms were developed to meet the demands of 

recommender systems. Most algorithms employ the concepts of content-filtering, 

collaborative-filtering, context- filtering, or a combination of all three concepts [1, 5, 6, 25, 

28]. As there are advantages and drawbacks in each concept, many papers had proposed 

hybrid approaches hoping to inherit the benefits and fulfill the weaknesses, including 

combining collaborative filtering and knowledge-based approaches [1, 25, 28], improving 
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collaborative-filtering by applying various algorithmic frameworks [5, 27], and personalizing 

recommendations by learning user profiles [6, 29]. 

The idea of content-filtering approach is to consult a knowledge base of product 

domains and identify products that most closely match the requirements. This approach 

strictly relies on the user-defined requirements to generate recommendations. Hence, two 

exact same requests made by two different users will result in the exact same set of 

recommendations. The content-filtering approach is usually suitable for situations where 

the features of the products serve a more important role. 

Opposite to content-filtering, the idea of collaborative- filtering is to consult a 

knowledge base of user information, and identify users that have similar interests as the 

requesting user. Recommendations are then generated based on the preferences of the 

similar-minded counterparts. In this concept, difference users requesting for 

recommendations will likely receive different sets of recommendations even if their 

requirements are the exact same. This approach is suitable for products with similar 

features but with different properties such that different users would have different 

preferences.  

Similar to collaborative-filtering, the idea of context- filtering is to not rely on user 

requirements, but instead consult a knowledge base of context information. Such 

information may include location, season, age, gender, race, etc. Recommendations are 

then generated based on matching the user contexts against the product contexts. This 

approach is suitable for products that are applicable for only certain contexts, such as a 

snowboard is usually more popular during the winter season [26]. 
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The WaR algorithm described and implemented in this paper is based on the concept 

of collaborative-filtering; however, it is possible to operate under a hybrid approach and 

further incorporate both content and context filtering concepts. 

 

Section 1.B. Group Recommender Systems 

 

Despite the overwhelming employment of individual recommender systems in E-

commerce, there are also a small number of group recommender systems available. 

However, the systems usually target specific audience groups, specific product domains, or 

specific environments. 

In most existing group recommender systems, the focus has been placed on several 

particular product domains, such as the music domain with MusicFX [10, 13, 14], the 

tourists domain with Intrigue [17] and Travel Decision Forum [8, 9], and collaborative web 

browsing with Let’s Browse [15] and I-Spy [21, 22]. One of the more popular product 

domains for group recommender systems is movies. PolyLens is a prototype 

implementation of group recommender system, based on the collaborative-filtering 

concept, which recommends movies for a group of users [11]. The prototype is built on top 

of MovieLens [12], which itself is a recommender system that recommends movies to 

individuals. PolyLens places emphasis on the idea of “groups”, namely the nature of a group, 

group formation and evolution, personal privacy within group settings, generate 

recommendations for the groups, and interfaces to support group recommender systems. 

To generate recommendations, PolyLens merged and sorted all members’ recommendation 
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sets based on least happy member. Nine-months of field trials were conducted for the 

PolyLens system with around 800 experimental users, 7000 of group recommendation 

requests made, and over 110000 movies recommended. Several important social 

interaction findings were discovered during the field trials, including the need of better 

recommendation algorithm [11]. 
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Chapter 2. Weight-And-Relate Algorithm 

 

The intention of this research is to design a recommendation algorithm that is capable 

to be utilized for both individual and group recommender systems, while demonstrating its 

capabilities with a prototype implementation. The WaR is primarily based on the concept of 

collaborative filtering, while learning social interaction evolutions to accomplish group 

recommendations.  

As with other collaborative filtering techniques, this algorithm requires that a 

previously populated dataset, containing several necessary datasets, is available to use. The 

first dataset is the set of items, which are things that may be recommended to the end user. 

The second dataset is the set of users, each representing a real-life individual. The last 

dataset is each user’s rating values for the items, based on each user’s truthful preferences. 

A rating value is a numeric value ranging from 0.5 to 5 with 0.5 increments, where 0.5 being 

lowest preference and 5 being highest preference. A study by Cosley et al. [4] shows this 

rating value scheme is the most favourable for end users. In order to be as precise as 

possible, the WaR continues to maintain all additional decimal values when generating 

recommendations and only strips down to a single decimal place when presenting 

recommendations to end users.  

Each user is modelled with a username and optionally personal information. Although 

personal information is not utilized in the WaR algorithm, it may be beneficial when 

incorporating other recommendation techniques, such as context-filtering. In addition, each 
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user has a user profile that maintains a collection of item-to-rating-value mappings, which 

essentially contains all rating values for the items that the user has previously rated. 

The WaR algorithm is modularized into three sub-algorithms: prediction algorithm, 

individual algorithm, and group algorithm. Each sub-algorithm contains different 

functionalities that, when combined, will produce the desired recommendations. This 

section explains the three sub-algorithms and discusses the implementation and interaction 

details for each. 

 

Section 2.A. Prediction Algorithm 

 

The function of the prediction algorithm is to output a prediction for a particular item 

for a particular profile. Based on the input profile and target item, this algorithm generates 

a prediction value for the item, ranging from 0.5 to 5.0.  

The input profile is required to contain all applicable item-to-rating-value mappings 

that are pre-defined (by other algorithms). Upon receiving the request, the prediction 

algorithm first retrieves the user profiles for all users in the dataset. For each retrieved 

profile, a difference factor against the input profile is calculated by taking the average of 

the ratings differences between the two profiles. Specifically, the difference factor DF is 

calculated by: 

Let Pa  be the input profile. 

Let Pb  be the retrieved profile. 

Let }...,,{ 321 NIIIII   be the set of common items between Pa  and Pb , where C = number 
of common items. 
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Let ),( Pif  be the rating of item i  in profile P . 

Then the difference factor DF between profiles Pa  and Pb  is: 

C

PbIxfPaIxf
DF

N

x




 1

|),(),(|
 

Equation 1 Difference Factor between Two Profiles 

 
An important aspect in calculating the difference factor is to define the similarity-

threshold value. For any two profiles, their similarity is defined by the number of common 

items between the two profiles, or items that both profiles have previously rated. This 

similarity value must exceed the similarity-threshold value for the retrieved profile to be 

considered as a legitimate profile to use in next step (described below). In essence, the 

similarity-threshold value acts as a gate to eliminate profiles with low difference factors 

simply because it has minimal common items when compared against the target profile. 

Determining the appropriate similarity-threshold value is achieved through experimentation 

and explained in Section 5.A. 

Once the difference factors for all legitimate profiles have been determined, the 

algorithm proceeds to collect each profile’s rating value for the target item, if it exists, in 

the order of lowest to highest difference factor. Since lower difference factor value implies 

greater resemblance to target user profile, the difference factor values are inverted to 

formulate a profile weight value for each profile. The algorithm collects up to a k rating 

values, where k is defined by a nearest-k-threshold value. Thus, to calculate the resulting 

prediction value for the target item: 
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Let P  be the set of profiles that has been selected, where k  = number of profiles. 

Let Rp be the rating value of profile p  for the target item. 

Let Dp be the difference factor of profile p . 

Let Dtotal  be the total difference factors of all k  profiles. 

Let Wp be the profile weight of profile p , where 

Dtotal
DpWp 1  

Equation 2 Individual Profile Weight Value 

 

Let Wtotal be the total profile weights of all k  profiles. 

Then the prediction rating value Rpred for the target item is 





k

p Wtotal
WpRpRpred

1
)(  

Equation 3 Prediction Rating Value 

 
The resulting value is the output prediction value for the target item, as generated by 

the prediction algorithm. In essence, the nearest-k-threshold value is used to avoid 

collecting rating value data from excessive amount of profiles, as there are often cases 

where too much data is unnecessary and may end up causing fluctuation in the result data. 

Determining the appropriate nearest-k-threshold value is achieved through 

experimentation and explained in Section 5.A. 
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Section 2.B. Individual Algorithm 

 

The function of the individual algorithm is to output a list a recommendations for a 

particular user. Based on a target user, the algorithm returns a list of items that it has 

predicted the target user would most prefer, determined based on the predicted rating 

values for each item (the rating values are directly proportional to the user’s preference for 

the items). The detailed implementation of the algorithm is as follows: 

Filtering Stage: upon receiving the recommendation request, the algorithm first 

retrieves the user profile for the target user. Then, a list of candidate items to recommend 

is generated by filtering through all items in the dataset. In this current stage, the individual 

algorithm does not apply any filtering mechanisms and the list of candidate items is 

essentially the list of all items in the dataset.  

Item Evaluation Stage: once the user profile and candidate items has been 

determined, the algorithm then calculates the rating values by utilizing the prediction 

algorithm iteratively, passing the user profile and one candidate item as the inputs in each 

iteration. This step is repeated for all candidate items in order to generate predicted rating 

values for all items. Once the rating values for all candidate items are calculated, the items 

are then sorted by rating values (from highest to lowest), and the top items are returned as 

recommendations. 
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Section 2.C. Group Algorithm 

 

The function of the group algorithm is to output a list of recommendations for a 

group. Based on the users in the group, the algorithm returns a list of items that it has 

predicated the target group would most prefer, determined based on the predicted rating 

values for each item (the rating values are directly proportional to the group’s preference 

for the items). In addition, the algorithm considers and incorporates the social interaction 

factors when generating the recommendations.  The detailed implementation of the 

algorithm is as follows: 

User Evaluation Stage: upon receiving the recommendation request, the algorithm 

first determines each user’s influence within that particular group. To achieve this, the 

algorithm requires that a user-relation-function to be maintained permanently. For each 

unique pair of users i and j, the user-relation-function defines the degree of influence, Mij, 

that the user i imposes on user j. The degree is represented by assigning a numerical value 

to both users, ranging from 0.0 to 2.0, where the two values sum to 2.0. If two users have 

equal influence on one another, both users will be assigned with a degree of 1.0. If one user 

has imposes more influence on the other user, the first user will be defined with a higher 

degree than the second user (while sum of the two values is still maintained at 2.0).  

The algorithm utilizes the user-relation-function to determine a weight-coefficient 

value for each user in the group. The weight-coefficient values are calculated as follows: 

Let U  be the group of users, where N = number of users in the group. 

Let u  be an arbitrary user where Uu . 
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Let Mij  be the degree of influence that user i  imposes on user j (Mij  = 1.0 if ji  ). 

Then the weight coefficient Wu  of user u  is 

N

Mux
Wu

N

x

 1  

Equation 4 Weight Coefficient 

 
Once the weight-coefficient values are determined, they are converted to a 

percentage-share value for each user. The percentage-share values are calculated by: 

Let U  be the group of users, where N = number of users 

Let u  be an arbitrary user where Uu  

Let Wu  be the weight coefficient of user u   

Then the percentage-share PSu  of user u  is 




 N

x
Wx

WuPSu

1

 

Equation 5 User Percentage Share 

 
The percentage-share values from each user in the group sum to 100%. The 

percentage-share values essentially indicate the amount of influence that the associated 

user has within that particular group, displayed as a percent format, where a higher 

percentage represents more influence.  

Filtering Stage: similar to the individual recommendation algorithm, a list of candidate 

items is also generated based on all items in the dataset without any filtering mechanisms 

applied. At this point, the data for the group, the percentage-share values, and the list of 



14 
 

candidate items are established, and the group algorithm can now generate 

recommendations for the group using these data as inputs. The algorithm employs two 

merger procedures to generate the recommendations for the group, called “Profile 

Merger” and “Recommendation Merger” 

The Profile Merger procedure generates recommendations by merging all user 

profiles into a single profile, then employs a similar process as the individual 

recommendation algorithm but uses the merged profile instead. Therefore, the key 

processing is to produce a merged profile that is representative for the group of users. 

Merge Stage: to merge all user profiles into a single profile is essentially merging the 

rating values for each item, and this occurs in two steps: first step determines if the item 

should be included, and second step calculates the merged rating value for the item.  

To determine if an item should be included, a merge-percentage value is calculated by 

summing the percentage-share values of the users that has rated this particular item. The 

resulting merge-percentage value has to exceed a merge-threshold value for the item to be 

included in the merged profile. Specifically: 

Let },...,{ 21 MiiiI   be the set of items, where M = number of items 

Let i  be an arbitrary item where Ii  

Then the rating merge percentage RMi  of item i  is 










otherwise          0
item ratedhasuser if     

)( where

 )(
1

iuPSu
uf

ufRMi
N

u  

Equation 6 Item Rating Merge Percentage 
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In essence, the merge-threshold value prevents inclusion of items that has not been 

sufficiently rated by enough members in the group. A reasonable merge-threshold value 

depends on the nature and intent of the group. A low merge-threshold value could result in 

recommendations that tailor to only some users in the group and not others, whereas a 

high merge-threshold value would eliminate such recommendations. However, higher 

merge-threshold value would also imply that individual’s rating values are more likely to be 

filtered during the merge phase, resulting in less accurate recommendations. As such, the 

algorithm does not enforce a fixed merge-threshold value; instead, the value can be 

dynamically modified by the end users. 

After the rating merge percentages are determined, the group’s rating values for the 

items are then calculated by adjusting and averaging each user’s individual rating value 

based on percentage-shares and merge-percentage values: 

Let RVui  be the rating value of user u  for item i  

Then the merged rating value Ri  of item i  is  

 
1




N

u
RVui

RMi
PSuRi  

Equation 7 Item Merged Rating Value 

 

Item Evaluation Stage: after the merged rating values for all items are calculated, they 

are placed within an empty profile which is now the merged profile. The algorithm then 

leverages the individual algorithm to generate recommendations, but applies the merged 
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profile as the input instead of an individual’s profile. The resulting recommendations from 

the individual algorithm are then considered as the recommendations for the group. 

In the group algorithm, the social interaction factors are incorporated through the use 

of user percentage share values. As the percentage share values represents the amount of 

influence each member has in the group, including them in profile merger calculations 

effectively gives higher priorities to users with higher percentage share values, or higher 

social standings within the group.  

As an example of profile merger, consider the following scenario: 

Number of users = 6 

Merge Threshold = 40% 

User weight coefficients and ratings: 

User 

(u) 

Weight Coefficient 

(Wu) 

Item A Rating 

(RVuA) 

Item B Rating 

(RVuB) 

User 1 0.66 5 1 

User 2 0.88 4 2 

User 3 1.13 N/A 5 

User 4 1.60 3 N/A 

User 5 1.20 3 5 

User 6 0.53 N/A N/A 

TOTAL 6.00   

Table 1 User Weight Coefficients and Ratings Example 

Based on the above example, the following is calculated during ratings merge: 
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User Percentage Share values:  

User (u) User Percentage Share (PSu) 

User 1 0.66/6 = 11.00% 

User 2 14.67% 

User 3 18.83% 

User 4 26.67% 

User 5 20.00% 

User 6 8.83% 

TOTAL 100% 

Table 2 User Percentage Share Example 

 

Merge Percentage values:  

Item i Merge Percentage (RMi) 

Item A 11+14.67+26.67+20.0 = 72.34% 

Item B 64.50% 

Table 3 Merge Percentage Example 

 

Merged Ratings Values: 

Item (i) Merged Rating Values (Ri) 

Item A 
(11/72.34 x 5) + (14.67/72.34 x 4) +  

(26.67/72.34 x 3) + (20/72.34 x 3) = 3.51 
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Item B 3.64 

Table 4 Merge Rating Values Example 

 

In this example, the ratings values for both Item A and Item B are included in the 

merged profile, since the merge percentage values exceeds the merge threshold value. 

Furthermore, the ratings are calculated based on only the users that have ratings values 

against the items and the percentage shares of each of these users. 

The Recommendation Merger procedure generates recommendations by first 

applying the individual recommendation algorithm for all users in the group, then merging 

the resulting recommended item sets into one set of items. This final set of items is then 

the recommended items for the group. Therefore, the key processing is to produce a 

merged recommendation set based on the multiple individual recommendation sets. 

The concept of merging recommendation sets is very similar to merging profiles. Each 

profile contains a collection of item-to-rating-value mappings, and the recommended sets 

essentially contain a collection of item-to-rating-value mappings as well. Hence, the same 

process as merging profiles is applied to merging recommendations and hence is not 

further elaborated.  

Once the final set of items is established with the rating values determined, the items 

are then sorted by rating values (from highest to lowest), and the top items are returned as 

recommendations. 
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Chapter 3. Weight-and-Relate Prototype 

 

The intention of the WaR prototype is to demonstrate the capabilities and 

effectiveness of the WaR algorithm, in terms of generating recommendations in both 

individuals and groups environments. As such, the prototype is focused on providing 

features that assist in conducting experiments with the WaR algorithm; often times such 

features are uncommon in consumer-based recommender systems. On the other hand, the 

prototype is limited in other standard recommender system functionalities such as user 

management, security management, etc. as these are not essential in evaluating the 

algorithm itself. As an example, the prototype provides features to directly modify the user-

relation-function values, while not providing any user identification mechanism. 

The WaR prototype follows the traditional three-layer architecture, consisting of an 

Interface Layer, an Application Layer, and a Database Layer.  The prototype is implemented 

using Java programming language with a MySQL server acting as the informational database. 

 

Section 3.A. Interface Layer 

 

The interface layer consists of a Graphical User Interface (GUI) component that 

supports interaction with the end users, written using the Java Swing programming 

language. The interface layer is strictly limited to user interaction capabilities and contains 

no knowledge of the WaR algorithm; instead, the requests are delegated to the application 
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layer for processing. The GUI component is composed of four main screens: User screen, 

User Relation screen, Recommender screen, and Settings screen. 

The User screen supports creating new users, searching for existing users, deleting 

users, and adding users to a group. There is currently no multiple groups support and all 

users are added to the same single group for generating recommendations. Figure 1 

illustrates a screenshot of the User screen. The usernames are represented in integer values 

to avoid exposing any personal information. 

 

 

Figure 1 User Screen Example 

 

Once users have been added to the group, the User Relation screen supports direct 

visualizations and modifications of the user-relation-function values between users in the 
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group. The purpose of this screen is to support experimentation of the WaR algorithm 

under different user relationships. In a consumer-based system, this type of capability is 

usually not exposed to the end users; instead, the user-relation-function values are 

adjusted internally by the system through user feedbacks. Figure 2 illustrates a screenshot 

of the User Relation screen. By selecting a particular user in the group, his user-relation-

function values for all users in the group will appear as numeric values.  

 

 

Figure 2 User Relation Screen Example 

 

The Recommender screen supports generating recommendations for the selected 

user(s) in the group. The generated recommendations are sorted in the order of the group’s 

highest preference to lowest preference, determined by the underlying WaR algorithm. The 
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screen also provides an “export to file” capability, which exports the generated 

recommendations to a file on the file system. The exported content also includes all users in 

the group, the user-relation-function values between the users, and the parameters used 

by the WaR algorithm to generate the recommendations. The purpose of this export utility 

is to assist in investigations and comparisons of the generated recommendation under 

different parameter settings, which is also uncommon in consumer-based systems. Figure 3 

illustrates a screenshot of the Recommender screen. The recommendations are shown in 

conjunction with its recommended percentage value. 

 

 

Figure 3 Recommender Screen Example 
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The Settings screen supports adjusting the different parameters that are used by the 

WaR algorithm, including the similarity threshold value, the nearest-k-neighbors threshold 

value, the match percentage threshold value, the group recommendation merger 

procedure, and the merger procedure’s merge percentage share threshold values. Similar 

to the User Relation screen, this adjustment capability is usually not exposed to the end 

users and instead maintained within the system internally.  Figure 4 illustrates a screenshot 

of the Settings screen. Once applied, the settings will be automatically applied the next time 

the WaR algorithm is executed. 

 

 

Figure 4 Settings Screen Example 
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Section 3.B. Application Layer and Database Layer 

 

The Application layer contains the core business logic of the prototype, including 

implementation of the WaR algorithm and management of users. It provides multiple 

application programming interfaces (API) to the Interface layer for accessing information 

and sending recommendation queries. It also interacts with the Database layer, which 

manages all data used by the system, to properly process and evaluate recommendation 

queries using the WaR algorithm.  

Within its database, the WaR prototype stores data with regards to user information, 

product information, previous user ratings, and user-relation-function values. Data 

contained within the MovieLens dataset of 100k ratings, as collected by the GroupLens 

Research Project [23], were imported into the WaR prototype database in order to perform 

experimentations. 
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Chapter 4. Evaluation and Results 

 

Section 4.A. Objective: Prediction Accuracy 

 

The prediction accuracy objective is evaluated by the Mean Absolute Error (MAE) 

metric. The MAE metric is defined as the average absolute difference between the 

predicted rating values and the actual rating values, where lower MAE indicates more 

accurate predictions [33]. The MAE metric is used to evaluate the accuracy of the prediction 

algorithm.  

In the WaR algorithm, the prediction algorithm serves the most basic yet essential 

role. It is the base component that allows recommendations to be generated for both 

individuals and groups. Therefore, the MAE metric essentially measures the accurateness of 

the entire WaR algorithm. 

Although it is desirable for the MAE value to be 0 for all predictions, however, it is not 

realistic due to the nature of predicting. Furthermore, a recent study by McNee et al. [30] 

argued that algorithms with lowest MAE values may not always be desirable for a 

recommender system, and other metrics have to be considered. Thus, it is expected that 

the WaR algorithm should not perform significant worse than other collaborative filtering 

algorithms. The MAE metric results obtained from the WaR algorithm will be compared 

against other collaborative algorithms. 
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To properly evaluate the prediction accuracy metric for the WaR algorithm, it is 

desirable to compare the collected MAE value against other collaborative algorithms. The 

following table illustrates the reference MAE values resulted from experiments performed 

with other collaborative filtering algorithms, namely combining collaborative filtering with 

personal agents by Good et al. [31], combining content filtering with collaborative filtering 

by Melville et al [32], analyzing user-item matrix with collaborative filtering by Sarwar et al. 

[34], and clustering items for collaborative filtering by O’Connor et al. [35]. When there are 

multiple MAE values presented due to different conditions, the lowest MAE value is used 

for comparison. It must be noted that the conditions and environments are different in 

each experiment; hence the comparison of the results should only be used as a reference. 

  

Reference Collaborative Filtering Algorithms Lowest MAE Value 

Combine with Personal Agents [31] 0.8303 

Content-Boosted [32] 0.962 

Item-Based [34] 0.726 

Clustering-Items [35] 0.7594 

Table 5 Reference MAE Values 

 

Section 4.B. Experiment Environment and Results 

 

The MovieLens dataset of 100k ratings collected by the GroupLens Research Project 

[23] was used to evaluate the WaR algorithm for the prediction accuracy objective. The 
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dataset contains 100,000 ratings from 943 users on 1682 movies, and each user has rated 

at least 20 movies. The dataset was imported into a MySQL server database and the 

recommendation algorithm was implemented using the Java programming language.  

The goal of the experiments was to determine the lowest MAE value using the static 

user data collected by GroupLens. Two variables are altered in the experiments: similarity-

threshold and nearest-k-threshold. The values used for the two variables are 2, 4, 6, 8, 10, 

20, 40, 60, 80, and 100.  

Each experiment is executed with a unique combination of the two variables. The 

experiments calculate and average the MAE values for all modelled users. The following 

table shows 5 experiment results with lowest MAE values and 5 experiment results with the 

highest MAE values.  

 

 
Similarity 

Threshold 

Nearest K 

Threshold 
MAE Value Number of Ratings Compared 

Low 

2 6 0.584572 98414 

2 4 0.587457 98895 

4 4 0.587499 98883 

2 8 0.588124 97848 

4 2 0.588553 99328 

High 

80 100 0.706129 11755 

80 80 0.706964 17964 

100 100 0.708142 5108 
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100 40 0.708552 25568 

100 60 0.714145 15394 

Table 6 MAE Values obtained from Experiments 

 

Figure 5 and Figure 6 show the MAE value when using all combinations of similarity-

threshold and nearest-k-threshold with values 2, 4, 6, 8, and 10. The combinations with 

values of 20, 40, 60, 80, and 100 are not shown since the MAE values simply increase as the 

threshold values increase.  

 

 

Figure 5 Similarity Threshold vs MAE Chart 
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Figure 6 Nearest K Threshold vs MAE Chart 

 

Section 4.C. Evaluating the Prediction Accuracy Objective 

 

In the user experiments, the lowest MAE value collected is 0.584572, for which 98414 

ratings were compared. The highest MAE value collected is 0.714145, for which 15394 

ratings were compared. The low MAE value obtained from the user experiments compares 

favorably to other collaborative algorithms with at least a 0.16 value difference (illustrated 

in Section 4.A). Therefore, it is concluded that the resulting data is acceptable, although not 

perfect, and the prediction accuracy objective is satisfied. 
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Chapter 5. Discussion 

 

Section 5.A. Prediction Algorithm 

 

The prediction algorithm utilizes two variables as part of its execution: similarity-

threshold and nearest-k-threshold. The similarity-threshold is used to eliminate profiles 

with low difference factors simply because of minimal common items with the target profile. 

The nearest-k-threshold is used to avoid collecting rating value data from excessive amount 

of profiles. When evaluating the prediction accuracy metric, part of the experiments were 

to also determine to appropriate values for similarity-threshold and nearest-k-threshold.  

In the user experiments, the results indicated that a combination of (2, 6) for the 

similarity-threshold and nearest-k-threshold yields that lowest MAE value, followed closely 

by (2, 4) and (4, 4). On the other hand, the combination of (100, 60) yields the highest MAE 

value, followed by (100, 40) and (100, 100). Thus, from the user experiments, it can be 

concluded that using lower values for similarity-threshold and nearest-k-threshold would 

produce much accurate predictions. Therefore, it is suggested to control both similarity-

threshold and nearest-k-threshold values within a range of 2 to 10, as such range produces 

optimal results during the experiments. 
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Section 5.B. Individual Algorithm 

 

The individual algorithm is based on a specific collaborative filtering implementation 

called nearest-k-neighbours technique. A common approach when implementing the 

nearest-k-neighbours is to first find the nearest neighbours, then find items to recommend 

based on the items such neighbours has previously rated. This approach has preferable 

performance as the search scope is limited – however, accuracy suffers since common 

rated items between the neighbours are not always guaranteed. 

A different approach is taken with the implementation of the WaR individual 

algorithm. Instead of locating a static set of nearest neighbours, each item has its own set 

of nearest neighbours. Therefore, the predicted ratings are generated based on the nearest 

neighbours associated with each item. Using this approach, it is guaranteed that each 

predicted rating is based on previous ratings from at least k neighbours. Although the 

performance of the algorithm will likely degrade due to the expanded search space, the 

accuracy should improve by incorporating a definite number of ratings.  

 

Section 5.C. Group Algorithm 

 

The user-relation-function serves a key role for the group algorithm to capture social 

interactions, as the function defines the degree of influence between users and the impact 

each user has on the final recommendations. The tasks of maintaining and updating the 
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user-relation-function are delegated to the recommender system that employs the WaR 

algorithm. The WaR prototype simply allows direct modifications of the user-relation-

functions as its intention is experimentation only. In consumer-based systems, the tasks are 

achieved through user feedbacks. When the recommendations are presented, users may 

provide feedbacks on the recommendations in the form of rating values, both as a group 

and as individuals. Based on these feedbacks, it can be assumed that users with individual 

rating values closer to group rating values would have larger impact within the group. The 

user-relation-function can then be updated accordingly to slightly shift the degree of 

influence to users with larger impacts.  

In both Profile Merger and Recommendation Merger, the merge-percentage value is 

used to adjust the accuracy of the final recommendations. Increasing the merge-percentage 

implies that a smaller but more accurate set of recommendations will be generated, 

whereas decreasing the value yields the opposite outcome. The merge-percentage values 

are structured to be dynamic and user-defined such that the generated set of 

recommendations can be controlled externally. 

 

Section 5.D. Comparison to Other Group Recommender Systems 

 

Many previously proposed group recommender algorithms have restricted the 

product domain or user audiences. Let’s Browse and I-Spy for web browsing and searching, 

MusicFX for music selection, PolyLens for movie recommendation, and Travel Decision 

Forum and Intrigue for tour itineraries and attractions. On the other hand, the WaR 
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algorithm is developed to be a general algorithm that can be applied to any domains or 

audiences. 

To compute group recommendations, many previous algorithms choose the 

collaborative filtering technique by forming some type of group preference model based on 

the individuals in the group. Often the group preference model is computed by an 

aggregation algorithm using individuals’ preferences as the inputs. Once the candidate 

recommendations are generated based on the group preference model, each of the 

candidates are again compared against each individual’s preferences for potential 

eliminations. Examples include the PolyLens and MusicFX.  

The WaR algorithm employs two variations of the aggregation concept. The profile 

merger technique is similar to the group preference model approach described above. 

However, the recommendation merger is not usually employed in previous algorithms. This 

procedure avoids the process of forming a group preference model, thus eliminating the 

potential model aggregation failure. 

A difference between the previous recommender algorithms with respect to forming 

the group preference model is the ability to view and adjust the model. Algorithms such as 

Travel Decision Forum and Intrigue allow the members of the group to examine and 

negotiate an appropriate group preference model before actually issuing the 

recommendation request. This is often desirable as users are the one that knows the most 

about their preferences; however, this leads to user privacy concerns. On the other hand, 

algorithms that do not provide the ability to adjust the model, such as PolyLens, might 
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generate less accurate recommendations but users do not have to worry about their 

privacy. 

The WaR algorithm operates differently than previously-mentioned algorithms in that 

it allows implicit adjustment of the group preference model through the use of user-

relation-function and weight coefficients; users with the higher weight coefficient will have 

a larger impact on the resulting recommendations. This approach may not generate as 

accurate recommendations as the examining and negotiating process, but it is faster in 

terms of setting up the model since only the request initiator is involved in the process.  

A deficiency of the WaR algorithm is its GUI component, specifically the WaR 

prototype. Many of the previous group recommender systems already provides 

sophisticated interface components, such as the Travel Decision Forum with the multiple 

user discussion support. As the WaR algorithm is in its infant stages, the features of the 

WaR prototype is comparatively lacking in all areas. However, once the algorithm has 

matured, more appropriate GUI systems can be designed and developed to use the full 

potential of the WaR algorithm. 
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Conclusion 

 

While many recommender systems have focused on serving individuals, this paper 

presented the WaR algorithm, based on collaborative filtering, that supports both 

individuals and groups settings. The algorithm relied on the ability to predict ratings 

accurately, and it was the primary objective in evaluating the algorithm. The results 

obtained from experiments were positive, where most of the data indicated acceptable 

values of predicted ratings. In addition to designing the algorithm, a WaR prototype was 

implemented to demonstrate the capabilities of the algorithm. Many features that are 

normally not seen in consumer-based systems are exposed in the prototype to assist in 

experimenting with the algorithm. 

The next crucial step is evaluating the group algorithm, which will involve conducting 

experiments with real users and groups. The primary objective for the group algorithm 

evaluation is to determine the accuracy of the group recommendations, experimenting with 

both profile merger and recommendation merger.  

The WaR algorithm currently utilizes only the collaborative-filtering concept to 

generate recommendations. Incorporating other concepts can further improvement the 

accuracy of the algorithm. The WaR algorithm currently does not apply any filtering 

mechanisms in the filtering stage, and the set of all modelled items are used in the item 

evaluation stage. Additional filtering mechanisms can be utilized to produce an appropriate 

set of candidate items that are then used in the item evaluation stage. The filtering 
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mechanisms effectively remove any unnecessary items from consideration, which should 

improve prediction accuracy as such items are not evaluated. However, the unnecessary 

items need to be defined appropriately by the filtering mechanisms. 

Many different filtering mechanisms can be incorporated into the WaR algorithm. The 

simplest example could be removing any item that the target user/group has already rated. 

More complicated examples could be to remove any items that do not match user-specified 

requirements of item features, or filter any items that do not match user’s location or 

personal data. Ultimately, the algorithms developed for either the content-filtering or 

context-filtering concepts can be applied at the filtering stage in the WaR algorithm.  

When the WaR algorithm is thoroughly evaluated, it can then be employed by any 

recommender systems that require either individual or group settings. The algorithm is 

meant to be flexible and not restricted to any specific audiences, domains, or environments.  
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