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Abstract information availability). Furthermore, several of the stan-
_ . dard market mechanisms have been modified or certain com-
In this paper, we present a novel multi-layered plex mechanisms may have been implemented such that an

framework for designing strategies for trading analytical approach cannot yield a best strategy. For exam-
agents. The objective of this work is to provide a  ple, in eBay auctiorfs(which are multiple English auctions
framework that will assist strategy designers with modified with a deadline, proxy bidding and discrete bids)
the different aspects involved in designing a strat- bidding until one’s valuation is no longer always the optimal
egy. At present, such strategies are typically de-  strategy and in Continuous Double Auctions (CDAS) (which
signed in an ad-hoc and intuitive manner with lit- are a symmetric auction mechanism with multiple buyers and
tle regard for discerning best practice or attaining sellers) there is no known optimal stratd@y.

reuseability in the design process. Given this, our Given this background, there has been considerable re-
aim is to put such developments on a more sys-  search endeavour in developing trading agents with heuris-
tematic engineering footing. After we describe our tic strategies that are effective in particular marketpldt&s
framework, we then go on to illustrate its use for 22]. Though more of a black art than an engineering endeav-
a particular type of market mechanism (namely the  our at present, we believe the design of successful strategies
Continuous Double Auction). in such marketplaces can nevertheless be viewed as adhering

to a fundamental and systematic structure. To this end, in this

) paper, we provide a general framework for designing strate-

1 Introduction gies which is simple enough to be applicable in a broad range
The last decade has seen a significant change in the natureoffmarketplaces, bl-Jt modular enough to_be used in the deS|_gn
lectronic commerce with the emergence of economic soft& complex strategic behaviour. We believe such a model is
elec 9 important for the designers of trading agents because it pro-

\tlg)?]:)em%gin:r[\éof]léa rgféoggtl.opr!‘;‘{grzcwgt eatrﬁe‘.:raéogglceﬁ ﬂ;;au' vides a principled approach towards the systematic engineer-
u X : eV I 0] ing of such strategies which, in turn, can foster more reliable

and that are endowed with sophisticated strategies for MaXe 4 robust strategies

imising utility and profit on behalf of their human owners. To- As there is no systematic software engineering framework

day, electronic trading markétallow access to a plenitude of | lable for desiani ios f i
information that enables such software agents to be more i gurrently available for designing strategies for trading agents,

formed and respond more efficiently than humans could evgnﬁis paper advances the state of the art by providing the first

hope to. Now, such trading markets are governed by prot Steps towards such a mo.del.. Specifically, our framework is
: ’ ased upon three main principles:

cols that define the rules of interaction amongst the economi
agents. In some cases, these protocols have a clearly optimall, An agent requires information about itself and its envi-
strategy. For example in the Vickrey auction, the best strategy  ronment in order to make informed decisions.

is to reveal one’s true valuation of the it and for Eng- , , .

lish auctions it is to bid up to one’s true valuation. However, 2 An agent rarely has full information or sufficient com-
in other settings, the analyses yielding these best strategies Putional resources to manage all the extracted informa-
often make use of a range of restrictive assumptions; ranging 0"

from analysing the market in isolation (i.e. not taking into 3. Given its limited computational resources and informa-
account dependencies on other related markets), to assump-  tion, an agent needs to employ heuristics in order to for-
tions on the agent behaviour (such as perfect and complete  mulate a successful strategy.

LAn electronic trading market is here defined as an online insti- N More detail, in order to operate in such situations, we ad-

tution in which there is an exchange of resources or services using\¥¥Pcate a multi-layered design framework. We believe this is
currency as the trading token. Such markets range from auctions,to_
supply chains, to barter systems. 2www.ebay.com



appropriate because most strategies can be viewed as breakset of actions which are determined by their strategies. In
ing down the task of bidding into a clear set of well definedorder to formulate its best strategy, an ageetlly needs to
sub-tasks (such as gathering relavant information, procesg&now which state it is currently in (agent state), the market
ing that information and using the information in a meaning-state and the actions it can take.

ful manner). This decomposition can be viewed as a serieg - ; . .
N . efinition 1 Agent's State An agent’s state,p; (tx), at time
of (semi-) distinct steps that are handled by different Iayerstk is a collection of variables describing its resources (com-

Furthermore, our aim is to ensure our 'model is Sumc'emlyﬁtutational and economic) and privately known preferences.
abstract to be used as the agent model in more general agent-

oriented software engineering frameworks, such as {2ala  Definition 2 Market State. The market statepq(ty), at
and Agent UML[1]. Now, our framework consists of three time ¢, is a collection of variables describing all the at-
layers: thelnformation Knowledgeand Behaviorallayers  tributes of the market.

(hence we term our framework thi€B model hereafter). In  pefinition 3 Strategy.A strategy.S;, for agent € 7, defines
this context, the information layer records raw data from they mappingl; from the history of the agent stat&(p; (t;_1))
market environment. This is then processed by the knowlang the market state& (p(¢x_1)), and the current agent

edge layer in order to provide the intelligent data which isstatep, (t,) and the market statg () to a set of atomic
used by the behavioral layer to condition the agent's strateg¥ctions SA; = {ai,al, . Sah,...},al € A; where 4; is

To illustrate the use of our framework, we consider one ofihe set of all possible actions for agerdt timet;..

the most popular types of marketplaces, namely the CDA and )

place a number of the standard CDA strategies within it. The 1he actions chosen by stratedy then affect the external
remainder of this paper is structured as follows. We revienEhvironment such that it causes a change in the market state.
some of the related work in the field in section 2. Section 3" fact, this strategy could interplay with strategies selected
outlines the IKB model, which is then applied to our trading PY Other agents7'\ i, as well as some external input(8)it,.,

market example in section 4. Section 5 concludes. (wheren is the number of external signals not caused by par-
ticipatory agents) so as to lead the market to the new state.

2 Related Work

Much work has been carried out on abstracting the design
of electronic market§12; 15. However, this work tends
to emphasise the methodologies for designing the markets

themselves or on proposing new market infrastructi?e$6;  whereT(.) is the state transfer function. From definition 3,
19). The systematic design of strategies for agents operating is clear that in order for an agent to know which strategy
in these markets has, in general, been considered to a lessgthest, it should know the complete description and history
extent. of the states (all market information), a complete description
In this latter vein, however, Vetsikas et [@0] proposed of all actions available to it, its preferences over the states, a

a methodology for deciding the strategy of bidding agentsnodel of its opponents’ state, behaviour and preferences, and
participating in simultaneous auctions. Their methodolog\the state transfer function.

decomposes the problem into sub-problems that are solved |n practice, an agent will typically not have all this in-

by partial or intermediatestrategies and then they advocateformation (for a number of reasons, such as limited sen-
the use of rigorous experimentation to evaluate those strat@ory capabilities, privacy of opponent information and lim-
gies to determine the best overall one across all the differited knowledge of relevant external signals). Furthermore, an
ent auctions. However, their methodology is very much tai-agent's limited computational resources imply that it might
lored to simultaneous auctions in general and the Tradingot be able to keep a complete history of all past interactions.
Agent Competition (TAC) in particular. Thus, it cannot read- Gjven this, there is a need for designing feasible strategies
ily be generalised to other auction formats or other markethat use limited computational and sensory resources. To this
mechanisms. Furthermore, other approaches, including end, we advocate the following design principle in which an
7] look at the strategic behaviour of agents. However, theyagent manages its limited capabilities through its Informa-
avoid issues related to the information and knOWIedge mantion Layer (||_), its Know|edge Layer (KL) and its Behavioral
agement aspects of designing trading agents (focusing insteadyer (BL) (as shown in figure 1).

pm(te1) = Tom(te), Hprm(te-1)),
SAq,...,SAz exts, ... exty) Q)

mainly on the strategic behaviour of the strategy). In more detail, the Market State (MS) contains public infor-
mation (i.e. informatioravailableto all agents in the market)
3 The IKB Model and private/semi-private information (i.e. informatiavail-

In this section, we detail the main components that the de‘:"ble'[0 one/some agents). We now provide a description of

signer of a trading agent strategy should pay attention to. Ir‘?aCh of the layers that pertain to the agent:
so doing, we develop a framework for designing strategies in e Information Layer. IL contains data which the agent

trading markets. In our model, we have a markétregulated has extracted from the MS and private information about
by its protocol that is predefined. The collection of variables its own state. This extraction is a filtering process (which
representing the dynamics of the system at ttjés repre- we represent as the Information Filter in figure 1) whose
sented by the state varialjie(¢;). Within this market, there objectives are defined by the KL (e.g. filtering out only

is a set of trading agent8, that approach the market through transaction prices).



e Knowledge Layer. KL represents the gatherdaiowl-  exchange, the minimum increment in an eBay auction and the
edgethat is aggregated from the data in IL (e.g. bidsnumber of lots of flowers on sale in a Dutch flower auction.
submitted in the market). The Behavioral Layer queriesSemi-private information is that which is available to a sub-
the KL to obtain the knowledge it requires. set of the agentsi (¢ J C Z) and includes things such as

« Behavioral Layer. BL determines the agent's strategic "€ amount that a supplier might require from an agent and
behaviour by deciding on how to use the information tN€ code to signalling actions by a bidder ring in an auction
available to it in order to interact with the market through [13]. Private information is only observable by a single agent
a set of actions (e.g. submitting a bid). It queries the kL and includes items such as its budget or the goods it is inter-

for the relevant knowledge it requires (e.g the belief tha€Sted in. Thus, given the required information that the KL
a bid will be accepted in the market). as requested, the agent will devote its limited resources to

obtaining it. Then having gathered the required information

~We believe that when taken together, these three layers prgrom the market, the agent proceeds to use this information to
vide a sufficient conceptual basis for designing strategies foffer knowledge in the KL.

trading agents in the types of environment we consider. To

this end, we next describe each of these layers in further d&3.2 The Knowledge Layer

tail, whilst explaining the process through which an agentThe Knowledge Layer connects the information and the be-
uses a plethora of raw data in order to select actions whichavioral layers (see Section 3.3). It infers knowledge from
are beneficial to it. the information sensed by the agent and passes it to the BL
. which acts upon it. In order to do so, the KL is first requested
3.1 The Information Layer by the BL as to which knowledge to acquire. This knowledge
This section deals with how an agent gathers informatiorcould be, for example, the current Sharpe ratiba stock or
which is then passed on to the KL. The KL will select the a prediction of the market price based on a particular predic-
data being stored in the IL by modifying the information fil- tion model. Based on this and the current knowledge of the
ter (see figure 1) appropriately. This filter will screen the dataagent’s state, the KL will decide upon the information it re-
from the MS and may also introduce some noise (due to enquires and set the information filter accordingly. The KL will
vironmental noise or the agent's sensory limitations). As ahen use the input from the IL so as to to infer the appropriate
result, the IL of an agent will contain a noisy, restricted view knowledge which it will output to the BL.

of all information which it can observe. Furthermore, the IL  Mirroring the IL, the KL can be segmented into knowledge
will also contain information about the agent’s staig{), as  about the agent’s and the market’s state. The former is what

well as _its.acti_on setd;. _ . . the agent knows about itself. This includes knowledge per-

We distinguish between information and knowledge in thetaining to its subgoals (such as its risk attitude or the deadline
following way: by which a good is to be delivered) and knowledge about its
Definition 4 Information. Information is raw data that can  Statepi(tx). The latter is what the agent knows about the mar-
be sensed by an agent. ket and would include items such as the degree of competi-

o ) ) tiveness in the market, the opponents’ state and any available
Definition 5 Knowledge Knowledge is the data that is com- market indicators.

puted by an agent from the information it has gathered.

Now, information is typically categorised as follosA]: 3.3 The Behavioral Layer

. The Behavioral Layer (BL) represents the decision-making
» Complete/Incomplete: An agent has complete informaomponent of the strategy. The intrinsic idea behind strate-
tion if it is aware of the complete structure of the marketgieS is related to finding the optimal actfoim the market.
(thatis, its action sets and the result of each action). Othgyoever, as outlined earlier, more often than not, there is no
erwise, it has incomplete information. known optimal action, as the market is too complex and the
e Perfect/Imperfect: An agent has perfect information if set of actions too large to determine such an optimal action
it is certain of the state it is in, as well as the history of analytically. Then, as there is no best strategy, a heuristic ap-
the market’'s and the agent's statés(pr((tx—1)) and  proach is taken. Thus, the BL instructs the KL as to what
H(p;(tr—1))) that have led it into this state. Otherwise, knowledge it needs to gather from the market which, as de-
it has imperfect information. scribed in subsection 3.2, is computed from the market infor-
a{1_1ation. With the relevant knowledge of the market and its
goals, the agent forms a decision based on its stratefy
eand interacts with the market through actighd;. The goal
‘g: an agent’s strategy is typically profit-maximisation, with

As argued in section 1, an agent’'s sensory and comput
tional limitations imply that it will rarely have perfect and
complete information. For example an agent might not b

aware of its complete action set (i.e. an agent might believ D ; e
that its action set at tima, is A, C .4;) or it may be unsure e more sophisticated strategies considering both short-term
) ! ;

of which state it is in (i.e. it expresses an uncertainty ove2nd long-term risk. The formulation of the strategy usually

pi(tr)). Thus, the agent will need to have certain heuristicsdepends on such goals and the market protocols.

in order to guide its search for information. This information  3The Sharpe ratio is a measure of a stock’s excess return relative
can be gathered from public, semi-private and private sourcess the total variability of the stockL7].

Public information is observable by all agentsg( 7) in the 4Optimal in this case means the agent's most profitable action,
market and includes things such as the market price in a stoakven the current market conditions.
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Figure 1: Structure of the IKB Model

Given this insight, it is possible to categorise the different
behavioral properties of the strategy into different levels. We
distinguish those strategies in terms of whether they use a his-
tory of market information or not, and, where they consider
external information or not.

1. No History (ignores H (pa(tx—1)) from equation 1).
Thus, such reactive strategies make myopic decisions
based only on current market conditiong, (tx). The
myopic nature of these strategies imply a lower work-
load on the KL since they require less information to
sense and process. Such reactive strategies also usually
exploit the more complex bargaining behaviour of com-
peting strategies and thus require less computational re-
sources to strategise. One example of such a strategy is
theeSnipestrategy which is frequently used on Ebay to
submit an offer to buy near the end of the auction.

2. History (considers (paq(tx—1) in equation 1). We fur-
ther subdivide those strategies that use a history of mar-
ket information as being predictive or not (i.e. whether

they predict{pr(tk+1), pm(tr42), ...} or not). The 3.

non-predictive strategies typically us&(pq(tx—1)) to
estimatep v (tx).

(a) Non-predictive The non-predictive strategy is typ-
ically belief-based and forms a decision based on
some belief othe current market conditionsThe
agent’s belief is computed from the history of mar-
ket information in the KL, and usually represents
the belief that a particular action will benefit the

4.

Swww.eshipe.com

agent in the market (for example an offer to buy
that is accepted). Given its belief over a set of ac-
tions, the agent then determines the best action over
the short or long term.

(b) Predictive A strategy makes a prediction about
the market state in order to adapt to it. Now, be-
cause future market conditions (that the trading
agent adapts to) cannot be knoavpriori, the adap-
tive strategy typically makes some prediction using
the history of market information. The KL is re-
quired to keep track of how the market (knowledge)
is changing to predict the future market, while the
BL uses this knowledge about the market dynamics
to improve its response in the market. Being adap-
tive is particularly important in situations where the
environment is subject to significant changes. By
tracking such changes and adapting its behaviour
accordingly, the agent aims to remain competitive
in changing market conditions.

No External Information (ignoresexty,...,ext, in
equation 1). In this case, the strategy does not consider
any signals external to the market (e.g. the falling mar-
ket price of a good affecting the client’s preferences for
another type of good in an auction). However, the agent
can choose whether or not to use the (internal) informa-
tion (e.g. the e-Snipe strategy uses the internal market
information, while the ZI Strategf9] in the CDA does

not make use of any market information).

External Information (considersexty,...,ext, in
equation 1). It is possible that signals external to the



market can influence the preferences of the participants, 4. budget;(tx) is the budget available to ageint
such as an event independent of the market causing theg ...,
. , . . Di
clients’ preferences in the market to change (e.g. un-
forseen weather conditions affecting the production of i o )
wheat and thus the market for wheat indirectly). Thus, The action set of the agent depends on its identity, LI
external information can be a valuable source of infor-it is @ buyer, it hasd; =< bid;, silent > wherebid; € Re™
mation that the agent can use to Strategise in the marke@_ndsilent is no bid. Correspondlngly, ifitis a seller its action
] o ~ setisA; =< ask;, silent > whereask; € Ret. It should
Having presented our IKB model for designing trading pe noted that in the CDASA; will only be singletons (i.e. an
strategies, we now consider an example of a market mechagent can only take a single action at a time). The state trans-
nism that has spawned a gamut of strategies, and discuss hegy¢ functionT p 4 in the CDA is the rules for acceptance and

(tx) is the computational resources (memory and
processing power) available currently to agent

our model can be applied to it. rejection of bids and asks as well as the clearing rules (see be-
) low). The standard CDA is not influenced by external signals
4  Applying IKB to the CDA (i.e. the transfer functiofcp 4 has noext,, ..., ext, argu-

: . : . , mentg) and the market changes each time an agent submits
The CDA is a symmetric auction with multiple buyers and’;bid or an ask and thus simultaneuous bidding does not oc-
I

sellers and presently is one of the most popular auctio
: ur. Thusp i (tr+1) = Tepa(pm(te), H(pam(te-1)), SA;)
formats in marketplaces populated by autonomous softwa herebyT'(.) is defined by the following rules:

agents. In CDAs, traders are allowed to submit offers to buy
(bids) or to sell (asks) at any time during the trading day. e if SA; = bid;, then

There is an outstanding bid (ask) which is the highest bid —if bid; < bid(t;) then bid; is rejected and
(lowest ask) submitted in the market at any time during the Pai(tirt) = paa(tn).

CDA. Furthermore, the market clears continuously whenever _if bid(t) < bid(i) < ask(t) thenbid(ty.,) = bid:

a bid can be matched to an ask. Such CDAs are widely used, and all other n(1arket variables remafr;rllmchanéed
indeed they are the principal financial institution for trading '

securities and financial instruments (e.g. the NYSE and the — if ask(t) < bid;, thenprice(ty1) = cr(ask(ty)+
NASDAQ both run variants of the CDA institution). Be- bid;) (where cr(.) is a clearing rule stating the
cause there is no known dominant strategy in the CDA, sev- transaction price at which the clearing should oc-
eral researchers have worked on competing alterndtd;es curf, bid(tey1) = 0 andask(tei1) = mazas
21], developing trading agents that can outperform humans in (wheremaz,,y, is the maximum ask an agent can

experimental settingk!]. We now give a formalised defini- submitin the CDA)
tion of the single-unit CDA institution, whose market state at e if SA; = ask;, it follows the same intuition as above.
timety ispam(ti) =< g,B,S, price(ty), bid(ty), ask(ty) >

o if SA; = silent Vi € T and tht1 — b >
where inactivityyimi Of tyr1 = deadline, then the auction
1. g is the good being auctioned off. ends. inactivity;;m;: represents a pre-defined period

of inactivity during which no bid or ask is submitted.

2. B=1by,...,b, is the finite set of identifiers of bidders deadline is the preset time when the market closes.

in the market, whereb is the number of current bidders.
Furthermore, an agent's state will also change, condi-

tional on whether its bid or ask is accepted in the market.

If an agent’s bidbid; results in a transactiom;(ty+1) =

4. price(t)) denotes the current market price of gapih ni(tg) — 1, budget; (tg+1) = budget;ty, — price(ty41) and

3. 8 = s1,..., 8, IS the finite set of identifiers of sellers
in the market, wheres is the number of current sellers.

the market. This corresponds to the most recent transaas; = {vy;,...,v,,(,).}- If an agent's bid is unsuccessful,
tion price. then the MS relays this private information to the agent. The
: ; ; ; agent’s visibility is restricted to only bids and asks being sub-
5. bid(ty) denotes the outstand|hg bid at t||7-q€e m%tted in the n¥arket (with the ageynt that submitted a%id or
6. ask(ty) denotes the outstanding ask at titge an ask, not disclosed) and successful transactions. This in-
The agent state at tima,, p;(t;) =< id;,ni(ty),v; =  formationis publicly available in the MS. Based on the infor-
(Vils - -+ Un(iy) ), budget; (t1.), compi(ti,) > where: mation that describes the market conditions, the agent strate-

. ) . . i gises to submit a competitive offer to buy or sell. Given this
1. id; defines the identity of the agent as either a buyer Ohackground, we now analyse a selection of the most popu-

a seller agent. lar strategies for the CDA, from the perspective of the IKB
2. n;(t;,) defines the number of items an agent is currentlymodel. We provide a summary of the analysis in table 1.
interested in either buying or selling. e The Zero-Intelligence (ZI) Strategy [9]: The ZI has
3. v = {Viy- s Uny(1p).4} 1S the set of limit price$ or- a random behaviour. It effectively ignores the market

dered from highest to lowest in the case of a bidder and ~ state (MS) and considers only its limit price,, ,).;

vice versa in the case of a seller. —— _ ] )
Thus, a CDA strategy does not consider external information.

5This is the highest value at which a buyer would buy or the  ®This varies according to the CDA; examples include the midway
lowest value a seller will accept. value orask(tx).



Zl ZIP Kaplan GD RB
Information || Limit price Limit price and Limit price and Limit price and Limit price and
Layer transaction price and Outstanding bid/ask history of bid/ask | transaction price
Current bid/ask and and transaction price and limit price
current profit margin
Knowledge None Competitive profit Measures for Belief that bid/ask | Target price based
Layer margin, success heuristics will be accepted | on estimate of CE
of trade price, risk factor
Behavioural|| Random History, No history, History, History,
Layer predictive non-predictive non-predictive predictive

Table 1: Analysis of five known CDA strategies under the IKB model

(its private information state in the IL) when submitting
a bid or an ask in the market. The KL does not compute
any intelligenceand simply forwards,,, ;) ; from the

IL to the BL.

e The Zero-Intelligence Plus (ZIP) Strategy[3]: This is
a predictive strategy that uses the history of market infor-
mation to predict future market condition and adapt to it.
It learns the profit margin of agentto remain compet-
itive given the changing market conditions. The IL col-
lectsbid(ty) andask(tx) andprice(ty) (as instructed by
the KL). The IL forwards this data, as well as the agent’s
profit margin (private information in the agent's IL), to
the KL. That knowledge is then used in the BL to pre-
dict the future market and adapt its profit margip, to
it. The BL then submitsd; =< bid;|ask;, silent >,
wherebid; or ask; = (1 + j1)vy, 1,):-

is updated in response to changing market conditions, is
the risk factor associated with the current good to buy
or sell, g. The IL is instructed (by the KL) to record
bid(ty) andask(t) and a history of transaction prices,
H(price(ty—1)). The KL then used (price(tr—1)) to
estimate the competitive equilibrium prfcand then a
target price (which the agent considers as currently the
most profitable offer price in the market). The target
price (which is the market knowledge from the KL) is
then used along with the agent's limit price,, , ).,
obtained from the IL and relayed through the KL, in a
set of bidding rules in the BL. The latter then decides
what offer,< bid;|ask;, silent >, the agent sumbits.

Having discussed how the IKB model can be applied to
existing strategies for the CDA, we now consider how we
can use our framework to engineer a new trading strategy

e The Kaplan Strategy[6]: This is a non-predictive strat- given a market mechanism. Specifically, we consider aug-
egy that makes a decision based only on simple heurignenting the GD strategy by incorporating adaptive behav-
tics. Thus, the IL collects the current outstanding bidior so that the new GD strategy, Gadapts its risk and is

and ask#id(t;) andask(t) respectively) from the MS.

therefore no longer only risk neutral.

In more detail, the

Thereafter, using this information from the IL, the KL BL of GD* will now select its actions according to a risk-
calculates the measures that are used in the heuristensitive utility function. The BL will then query the KL
rules of Kaplan’s BL[6]. These rules determine what for the risk attitude which will be most profitable given the

action, A; =< bid;|ask;, silent >, the agent submits
in the market.

e The GD Strategy[8]: This is a non-predictive strategy
that uses a history of market information. The BL de
cides on an actiong bid;|ask;, silent >, by solving
a risk-neutral utility maximisation problem involving a
belief that a bid or an ask at a particular value will be suc-
cessful in the market, and its limit price,, , ) ;. Thus,
the BL instructs the KL that it requires such knowl-
edge. The KL then defines the Information Filter (see
figure 1), so that relevant information, namely the his-
tory of bids, asks and transaction pricés(pid(t;—1)),
H(ask(tp—1)) andH (price(tx—1)) respectively) are fil-
tered to the IL. That information, along with the agent’s
limit price is passed to the KL. The KL can then com-
pute the belief and passes it, along with the limit price
to the BL.

e The Risk-based (RB) Strategy{21]: This strategy is
predictive and uses a history of market information. Fur-

predicted future market conditions. Then, the KL calculates

this risk attitude based on its prediction of the future market's

and agent’s state variables. These variables will depend on

the prediction model and the risk calculation method that the
“designer has specified. Now the KL will query the IL for

the relevant information such as the agent’s budget, history of
bids, asks and transaction prices in the mark&b{d (t_1)),
H(ask(tx—1)) and H (price(ti—1)) respectively). Thus the
KL will update the information filter so that the IL obtains
the required market data from the MS.

5 Conclusions and Future Work

As electronic marketplaces are being used on a broader scale,
we believe software agents will increasingly dominate the
trading landscape. Their ability to make informed decisions,
'based on the plenitude of market information, to a degree that
human traders can never achieve, make them ideal candidates

9The competitive equilibrium is a price at which transaction

thermore, the RB has a more complex behaviour thamrices are expected to converge to as given by the classical micro-
the ZIP. The intrinsic parameter of the strategy, whicheconomic theory14].



for traders. However, as this new breed of agents are pod10] M. He, N. R. Jennings, and H. Leung. On agent-mediated
ulating the markets, it is becoming a fundamental challenge

to design strategies that can efficiently harness the avalanche

of information that is available into efficient trading behav- [11]
iour. Given this, the objective of this paper is to provide a

systematic framework for designing such strategies. To thig;
end, we proposed a framework that can be broken down into
three principal components; namely the behavioral layer, the

knowledge layer and the information layer. In so doing, we
believe this work is an important preliminary step towardsyq g
guiding the strategy designer by identifying the key model
and concepts that are relevant to this task. We applied thi

model to analyse a selection of strategies in the CDA mecha-

4

nism and showed its use when designing a new strategy. F&#5)
the future, we obviously need to verify our framework further
by applying it to different types of market institutions.

[16]
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