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2. REINFORCEMENT LEARNING FOR
SELECTING TRUST MODELS

2.1 Learning Experience-Based Trust Models
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Figure 1. Markov decision process for truster’s decision—
based on both experience and reputations—about trusting a
trustee (assumes truster and trustee decisions are binary).

2.2 Learning
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Figure 2. The -learning process for a truster agent.
Provided reputations influence reputation-based trust model

accuracy, while trustee action trustworthiness impacts
experience-based trust model. Accuracy of both reputation-

and experience-based trust models impacts the value
learned.
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other agents) help

estimate the expected
reward from choosing
the “trust” decision.
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3. EXPERIMENTS

3.1 Experiment Setup
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Table 1. Experiment Parameters.
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3.2 Experiment Results
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Figure 3. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(5, 10) and

reputation error standard deviation R = 0.1.
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Figure 4. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(5, 10) and

reputation error standard deviation R = 10.0.
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Figure 5. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(8, 10) and

reputation error standard deviation R = 0.1.
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Figure 6. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(8, 10) and

reputation error standard deviation R = 10.0.
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Figure 7. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(12, 10) and

reputation error standard deviation R = 0.1.
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Figure 8. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(12, 10) and

reputation error standard deviation R = 10.0.
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Figure 9. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(15, 10) and

reputation error standard deviation R = 0.1.

Timestep

E
ar

ni
ng

s

Figure 10. Truster’s transaction earnings for trustee
trustworthiness characteristics N( T, T) = N(15, 10) and

reputation error standard deviation R = 10.0.
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Figure 11. Learned values for trustee trustworthiness
characteristics N( T, 10) and reputation error standard

deviation R = 0.1.
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Figure 12. Learned values for trustee trustworthiness
characteristics N( T, 10) and reputation error standard

deviation R = 10.0.
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