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Abstract 
 

We propose an adaptive 1-to-many negotiation strat-
egy for multiagent coalition formation in dynamic, uncer-
tain, real-time, and noisy environments. Our strategy fo-
cuses on multi-issue negotiations where each issue is a 
request from the initiating agent to the responding agent. 
The initiating agent conducts multiple concurrent nego-
tiations with responding agents and in each negotiation it 
employs (1) a pipelined, one-at-a-time approach, or (2) a 
confidence-based, packaged approach. In the former, 
lacking knowledge on the responding agent, it negotiates 
one issue at a time. In the latter, with confident knowledge 
of the past behavior of the responding agent, it packages 
multiple issues into the negotiation. We incorporate this 
adaptive strategy into a multi-phase coalition formation 
model (MPCF) in which agents learn to form coalitions 
and perform global tasks. The MPCF model consists of 
three phases: coalition planning, coalition instantiation 
and coalition evaluation. In this paper, we focus on the 
instantiation phase where the negotiations take place. 

 

 
1. Introduction 
 

In this paper we focus on multi-issue negotiations on 
task and resource allocation for multiagent coalition for-
mation in dynamic, uncertain, real-time, and noisy envi-
ronments. 

Negotiation is a form of interaction among autono-
mous agents in which a group of agents with a desire to 
cooperate but with potentially conflicting interests seek to 
reach an agreement on a set of issues [5, 14]. From the 
perspective of applications (e.g., e-market), a negotiation 
issue is any good or service that one agent can provide to 
another. From the perspective of problem solving in mul-
tiagent systems, a negotiation issue is a (scarce) resource 

or capability. A negotiation may address multiple issues 
or only one issue. 

Coalition formation is an important method of coop-
eration among autonomous agents in multiagent environ-
ments [9]. In general, each autonomous agent only has 
incomplete views of the world and is incapable of per-
forming specific global tasks all by itself. So some agents 
may form coalitions to allocate tasks among them to 
achieve the global goals. We have designed and imple-
mented a multi-phase coalition formation model (MPCF) 
in which case-based reinforcement learning (CBRL) is 
applied to equip each agent with learning ability to form 
coalitions effectively and efficiently in dynamic, uncer-
tain, real-time, and noisy environments. 

We emphasize the coalition instantiation phase 
within the MPCF model. The model consists of three 
phases. The first phase generates a plan to form the in-
tended coalition. The second phase carries out and instan-
tiates the plan through candidate selection and multiple 
concurrent negotiations. Finally, the last phase evaluates 
the coalition formation process and quality of the coali-
tion to learn to improve on future formation activity. 

To address the characteristics of the environments, 
we propose an adaptive, confidence-based negotiation 
strategy for our coalition instantiation phase. In general, 
an agent is confident if it believes that it will succeed in 
carrying out its intended actions [3] or in our framework, 
if the agent believes that its knowledge of its peers is ac-
curate. Based on the latter definition of confidence, our 
strategy specifies that a coalition-initiating agent employs 
(1) a pipelined, one-at-a-time approach, and (2) a confi-
dence-based, packaged approach. In the former, the initi-
ating agent, lacking knowledge on the responding agents, 
negotiates one issue at a time. As the negotiation proc-
esses complete, the agent subsequently negotiates other 
issues. In the latter, the initiating agent, with confident 
knowledge of the past behaviors of the responding agent, 
packages multiple issues into each negotiation. The initi-
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ating agent is also capable of using both approaches in a 
hybrid, dealing with a mixed group of responding agents. 

Note that our adaptive, confidence-based negotiation 
strategy is a meta-negotiation strategy. It manages how 
the negotiations should be conducted in terms of schedul-
ing and assigning the different issues to different peers. 
This strategy does not deal with how each negotiation 
should proceed at each interaction step between an initiat-
ing agent and a responding agent. Our strategy is to inte-
grate a pipelined approach with a packaged approach to 
benefit from the advantages of both and address the dis-
advantages of both. To determine which approach to use 
in our problem domain in a particular situation, we define 
confidence and use that to guide our decision making. 
This confidence is hinged upon how the agent profiles its 
peers’ dynamic behavior and the environmental changes. 
Thus, an initiating agent is able to adaptively select dif-
ferent negotiation approaches to improve the request sat-
isfaction and the cost effectiveness. 

In the following, we first discuss some related work 
in negotiations and coalition formation. Then, we briefly 
present our coalition formation model. In Section 4, we 
propose and describe the adaptive, confidence-based ne-
gotiation strategy. Subsequently, we present some pre-
liminary results before concluding. 

 
2. Related Work 
 

Although considerable research has been conducted 
either in coalition formation among self-interested agents 
(e.g., [7, 13]), or in coalition formation among coopera-
tive agents (e.g., [8]), little work has been done in coali-
tion formation among both self-interested and cooperative 
agents. Furthermore, there have been no attempts to study 
coalition formation among such agents in a dynamic, real-
time, uncertain, and noisy environment, which is a typical 
real-world environment and in which a sub-optimal coali-
tion needs to be formed in a real-time manner. Our re-
search addresses negotiation strategy in coalition forma-
tion problems among both self-interested and cooperative 
agents operating in such environments. 

To automate negotiation processes, a number of ne-
gotiation mechanisms have been proposed and studied. 
Rahwan and his colleagues [4] briefly classified them 
into: game-theoretic and auction-based mechanisms, heu-
ristic-based bargaining mechanisms, and argumentation-
based approaches. In game-theoretic analysis, researchers 
usually attempt to determine the optimal strategy by ana-
lyzing the interaction as a game between identical partici-
pants, and seeking its equilibrium (e.g., [6]). In cases 
where it is not possible to reach the optimal outcome due 
to resource limitations, dynamic environment or incom-
plete information, some heuristics have been devised. 
Heuristics are rules of thumb that produce “good enough” 
outcomes, and are mainly based on empirical testing and 

evaluation (e.g., [1]). Argumentation-based negotiations 
allow agents to exchange, in addition to proposals and 
indications of their acceptance or rejection, meta-
information about them, such as the reasons for their pro-
posal, and for accepting or rejecting the proposals (e.g., 
[3]). 

At the lowest level, the step-by-step negotiation 
mechanism that we use in our framework is an integration 
of heuristic-based bargaining mechanism and argumenta-
tion-based mechanism [11]. In a dynamic, uncertain, real-
time, and noisy environment in which each agent only has 
incomplete information about the environment and other 
agents, an initiating agent tries to achieve an agreement 
on the request to produce a good-enough and soon-
enough outcome, and then evaluates the outcome. In our 
framework, we extend the above to a higher level, looking 
inter-coalition competition, where an agent can be a 
member of different coalitions simultaneously and can be 
subjected to requests for the same resources or capabili-
ties that it has. 

We focus here on the management of negotiations in-
stead of how each negotiation is to be conducted [11]. 
Our coalition-initiating agent assigns and schedules nego-
tiations to different peers based on the current environ-
ment and the confidence in the peers’ behaviors or capa-
bilities, derived from dynamic profiling of the peers. 

 
3. Multi-Phase Coalition Formation Model 

 
Our overall framework is based on a model called the 

Multi-Phase Coalition Formation (MPCF) model. The 
model consists of three phases: coalition planning, coali-
tion instantiation and coalition evaluation, as depicted in 
Figure 1. In coalition planning, the agent applies case-
based reasoning (CBR) to obtain a coalition formation 
plan. In coalition instantiation, the agent carries out the 
planned formation strategy through 1-to-many negotia-
tions with coalition candidates. In coalition evaluation, 
the agent evaluates the coalition formation process, the 
formed coalition structure (if a coalition is successfully 
formed), and the coalition execution outcome (if the coa-
lition is executed eventually) to determine the utility of 
the planned strategy and reinforces the strategy. In the 
following, we briefly outline the MPCF model. 

In coalition planning, the coalition-initiating agent 
applies CBR to derive a specific coalition formation plan 
for the current problem based on a previous plan stored in 
the casebase. This can avoid building a coalition forma-
tion plan from scratch. Given a problem (a task) to solve, 
the agent retrieves from its casebase the best case of the 
highest similarity with the current problem and the high-
est utility. Based on the difference between the best case 
and the new problem, the agent adapts the case solution to 
compose a coalition formation plan which specifies the 
number of coalition candidates, the number of expected 
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coalition members, the time allocated for coalition instan-
tiation, the allocation algorithm, and the number of mes-
sages recommended. 
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Figure 1. MPCF model 
 
The coalition instantiation phase implements the coa-

lition formation plan to form a coalition. At first, the coa-
lition-initiating agent normalizes the task—dividing the 
task into separate execution units as different negotiation 
issues, computing the potential utilities of its peers, and 
ranking the peers based on the potential utilities. Then the 
agent concurrently negotiates with each selected peer 
agent on the set of subtasks in an attempt to form the in-
tended coalition. Each negotiation is argumentative where 
the initiating agent attempts to persuade the responding 
agent to perform a task or provide a resource by providing 
support or evidence for its request [11]. 

The coalition evaluation phase provides the basis for 
an agent to improve its coalition formation plans. This 
phase evaluates both the coalition instantiation process (in 
terms of time spent, number of messages used, number of 
peers approached, etc.) and the execution outcomes of the 
subtasks agreed upon in the coalition (in terms of the 
number of subtasks performed by highly-capable peers, 
etc.). In general, a good plan is one that uses little compu-
tational and communication resources with successful 
instantiations and subsequent executions. 

We employ an integrated case-based reinforcement 
learning strategy [10] to utilize the results of the evalua-
tion phase to influence the coalition planning phase. 

Our case-based reinforcement learning (CBRL) de-
sign is aimed at identifying the situation where a coalition 
formation plan was successful and reinforcing it. First, 
each agent has a casebase of coalition formation cases. A 
coalition formation case consists of a problem description, 
a solution, an outcome, and its utility. The problem de-

scription consists of an agent’s external and internal envi-
ronments and the task description. The solution part gives 
a coalition formation plan, outlining the number of peers 
to approach, the time needed to carry out the coalition, 
and the types of peers needed for a successful coalition. 
The outcome part indicates the coalition instantiation re-
sults among agents, subtasks’ execution results, and the 
evaluation values of the actual coalition formation proc-
ess. The utility indicates the quality of the case, specifi-
cally, the quality of the plan in addressing the coalition 
problem represented in the case. Coupling the evaluation 
and the problem description, the agent can learn a new 
coalition formation case to increase its coverage of cases 
or can update the original best case’s utility using the 
evaluation result to reinforce the case. 

As part of the coalition instantiation module, an agent 
maintains a dynamic profile of its peers in terms of the 
negotiation results and coalition history. A coalition-
initiating agent uses the profile together with its knowl-
edge of its peers’ capabilities and of the current environ-
ment and problems at hand to compute the potential util-
ity of each peer (coalition candidate) for a particular coa-
lition. Using this potential utility, an agent reinforces its 
decision in selecting a candidate, in the following manner: 

 
)1,(),,()1()1,,( ,, +∗+∗−←+ tACtasPUtasPU iAAAAA jjiji

ββ
, 

 
where jA  is a particular peer agent; the state s corre-

sponds to the current coalition formation problem; the 
action a corresponds to coalition candidate selection; 

),,(, tasPU
ji AA  is the old potential utility of jA  and 

)1,,(, +tasPU
ji AA  is the updated one; β  is the learning rate 

(0 ≤ β  ≤ 1); and )1,( +tAC iAj
 is the weighted sum of jA ’s 

characteristic parameters as measured by iA . With the 

above formula, an initiating agent prefers to approach 
peer agents that have been helpful and coalition-worthy. 

 
4. Confidence-Based Negotiation Strategy 

 
In this section, we describe our adaptive, confidence-

based negotiation strategy. As discussed in Section 3, this 
strategy drives the coalition instantiation phase. Note that 
the coalition planning phase provides a plan, outlining the 
characteristics of peers to approach, and specifics about 
how the coalition should be formed. The coalition instan-
tiation phase has to decide how to carry out the plan to 
form the intended coalition. We separate the plan from the 
instantiation to simplify the representation of the coalition 
formation problems and the case-based reasoning process. 

Here we describe the motivations behind our confi-
dence-based strategy. In a real-time environment, agents 
need to form coalitions soon enough to meet the task re-
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quirements. Due to the uncertain and noisy characteristics 
in the communication, roles, and resources, it is possible 
that peers ranked high during the candidate selection 
process do not perform as expected. For example, the 
initiating agent may rank peer jA  as the best candidate 

and expect to reach an agreement for its negotiation in a 
short time. However, jA  is busy and unable to entertain 

the negotiation request. Without a flexible management 
strategy, the initiating agent would have to wait until jA  

is available, probably missing the time requirement. It is 
also possible that, because of the dynamic nature that we 
assume of our environment, the ranking of a peer by an 
agent may change during a negotiation and may thus re-
quire the agent to terminate the ongoing negotiation in 
favor of another peer. Thus we realize that there is a need 
for a management strategy that is flexible, capable of 
adapting to the profiled behavior of the peers as well as 
the real-time observation of the negotiation activities. 

Figure 2 depicts the two approaches of our confi-
dence-based strategy: (1) a pipelined, one-at-a-time ap-
proach, and (2) a confidence-based, packaged approach. 
In the former, the initiating agent, lacking knowledge on 
how the peers perform in coalition formation, negotiates 
one issue at a time, via multiple, concurrent negotiation 
processes. As the negotiation processes complete, the 
agent subsequently negotiates for other pending issues. 
This allows the agent to be cautious and opportunistic at 
the same time. In the latter, the initiating agent, with con-
fident knowledge of the past behavior of the peers, pack-
ages multiple issues into each negotiation. The underlying 
principle of the above two approaches is that if the agent 
knows its peers well, then it is willing to package multiple 
issues into one negotiation for more efficient coalition 
formation. If it does not know its peers well, then it is 
willing to take a more cautious step—negotiating with 
one issue at a time, trying to avoid getting delayed with a 
particular peer with a package of issues. It is also more 
opportunistic, constantly monitoring the progress of mul-
tiple concurrent negotiations and switching issues to 
whichever peers that are capable and becoming available. 

Our strategy is based on two assumptions: 
• The Efficient Multi-Issue Negotiation Assumption.  
We assume that packaging multiple issues into a negotia-
tion is more efficient than negotiating each issue one by 
one. Thus, an agent will prefer to perform multi-issue 
negotiations if it has confidence in its profiling of its 
peers. 
• The Overlapping Capabilities Assumption. We 
assume that in the multiagent system, the agents have a 
substantial number of overlapping capabilities. That is, an 
agent is aware of numerous peers that can satisfy an issue. 
This assumption facilitates the pipelined approach. If 
there are only a few overlapping capabilities, the pipe-

lined approach will not have the flexibility to be oppor-
tunistic. For example, if there is only one peer that knows 
how to perform task T, then the agent has no choice but to 
reserve T for the peer. 
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Figure 2.  Confidence-based negotiation strat-
egy: (a) packaged, (b) pipelined. 

 
In the following, we further describe several aspects 

of our strategy: (1) confidence, (2) negotiation approach 
selection, (3) learning to manage negotiations, (4) inter-
coalition competition, (5) intra-coalition competition, (6) 
contingency handling, and (7) case-based negotiation. 

 
4.1. Confidence 

 
Our negotiation strategy is based on the confidence 

that the coalition-initiating agent has in its peers. Specifi-
cally, we measure the confidence based on how consistent 
each peer’s negotiation or coalition behavior is. A peer’s 
negotiation or coalition behavior is based on the 
neighborhood profile that the agent maintains. The pa-
rameters profiled include the helpfulness of the peer indi-
cating the satisfaction degree of requests to the peer, the 
agent’s reliance on the peer in terms of the ratio of send-
ing requests to the peer among all peers, the reliance of 
the peer on the agent in terms of the ratio of receiving 
requests from the peer among all peers, and other negotia-
tion-derived parameters such as: (1) a tardiness degree 
indicating the communication delay between the agent 
and the peer, (2) a hesitation degree indicating how read-
ily the peer is to agree to a request, (3) an availability 
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degree of capability indicating whether the peer possesses 
the desired capability to solve task, and so on. 

An agent computes its confidence value in a peer 
along the peer’s many parameters as described above 
based on the standard deviations of the parameters. A 
parameter value with a small standard deviation means 
that the peer exhibits consistency in this particular pa-
rameter (such as tardiness degree). As a result, the agent 
has a high confidence—it can expect what the communi-
cation delay would be if it approaches the peer for a nego-
tiation. The confidence value of the initiating agent iA  in 

a peer agent jA ’s kth characteristic k
Aj

C can be computed 

in the following formula: 
 

�
=

−+
=

l

i

k
averageA

k
tA

C

A

jij

k
jA

i

CC

Confidence

1

2
,, )(1
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where k
tA ij

C , is the perceived value of k
Aj

C at time it  ( 

i∈ [1,l]) and k
averageAj

C ,  is the average value of k tA ij
C , dur-

ing the certain time period. 
The composite confidence value of the initiating 

agent in a peer agent is simply a weighted sum of the 
confidence values of the peer’s characteristics. 

With the definition of confidence, an agent can de-
cide whether to take a pipelined approach, or a packaged 
approach, or a hybrid one. 

 
4.2. Negotiation Approach Selection 

 
Based on the confidence that an agent has in its peers, 

it decides which approach to undertake. Figure 3 shows a 
hybrid approach. 
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Figure 3. Negotiation approach selection. The 
dashed oval indicates a completed negotiation 

 
In Figure 3, the initiating agent negotiates with four 

agents simultaneously for a coalition formation problem. 
It negotiates with peers 

1j
A and 

4j
A using the packaged 

approach and with peers 
2j

A and 
3j

A using the pipelined 

approach. These two approaches have different character-
istics. The pipelined approach is more conservative in 
terms of not overloading a particular responding agent 
with multiple issues at one time. It is also more cautious, 
flexible and opportunistic since the initiating agent may 
dynamically redistribute an issue from the original pipe-
line to a “free and capable” pipeline. For example, when 
the pipeline of peer 

2j
A is impeded due to communication 

delay, loss of communication channel, or agent faults, the 
pending issues waiting at the pipeline can be transferred 
to another “free and capable” pipeline (e.g., agent 

4j
A ). 

Under the Efficient Multi-Issue Negotiation Assumption, 
the packaged approach is more efficient and reduces 
communication cost. But it is also more risky and rigid. If 

Agent 
1j

A  proves to be abnormally slow in reaching a 

deal, and if all other peers have completed their respective 
negotiations, the initiating agent would not be able to 
transfer some of the issues in the package from 

1j
A to the 

other peers. 
Taking into consideration the advantages and disad-

vantages of both negotiation approaches, we propose the 
following basic approach selection principles: (1) package 
the issues when dealing with a peer that the agent has 
high confidence in, (2) pipeline the issues when dealing 
with a group of peers that the agent has low confidence in, 
(3) package the issues if the coalition is time-critical, and 
(4) pipeline the issues if the coalition is highly important 
(due to robustness of the pipelined approach). 

Note that how to package issues and what issues to 
use to setup each pipeline to start the negotiations are 
outlined by the coalition formation plan generated via 
CBR. 

 
4.3. Learning to Manage Negotiations 

 
With the profiling mechanism and reinforcement 

learning in the MPCF model, a coalition-initiating agent 
dynamically profiles each responding agent to update the 
potential utility of each peer (as a coalition candidate) and 
reinforce their cooperation relationship. There are two 
additional learning scenarios associated with our adaptive, 
confidence-based negotiation strategy: (1) the coalition-
initiating agent learns whether to package or pipeline the 
issues, and (2) the coalition-initiating agent learns 
whether and how to transfer an issue from one pipeline to 
another pipeline. 

The first learning scenario measures the success rate 
of each approach in specific coalition formation tasks. If 
an approach leads to a successful formation and a good-
quality coalition, then the agent will learn to factor in that 
piece of knowledge in its future selection of approach. If 
the pipelined approach was carried out without transfer-
ring any issues across the pipelines, then that means the 
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pipelined approach had been unnecessary. The agent 
should learn to lean towards the packaged approach next 
time around when it encounters the same coalition task. 

The second learning scenario is specific to the pipe-
lined negotiation approach. In the pipelined approach, 
issues can be transferred to other peer agents. The transfer 
is opportunistic and depends on the current status of each 
negotiation. To decide whether and how to transfer the 
issues effectively and efficiently, the initiating agent 
needs to predict how the peers will act in the next step. A 
peer that is not busy now may become very busy in the 
next few moments. A communication link that is fast now 
may become very congested and slow next. Based on the 
confidence that an agent has in its peers and past “trans-
fer” utility, it can learn to be more conservative and pa-
tient. This is the key to improve the quality of the coali-
tion since the original assignment of subtasks (issues) to 
each peer is deemed to be the best plan that the agent has 
derived during its coalition planning phase. Thus, trans-
ferring the issues around would reduce the quality of the 
coalition, in hope of trading it off for a more efficient 
coalition formation process. 

 
4.4. Inter-Coalition Competition 

 
Conceptually, an agent may try to instantiate two 

coalitions overlapping each other temporally. For exam-
ple, a task T comes in, and the agent starts a coalition 
formation process to handle T. While the agent still nego-
tiates to deal with task T, another task R arrives and the 
agent also starts promptly a coalition formation to handle 
R. In this case, there are two sets of negotiations, possibly 
directed to some same peers. It is possible to have a pipe-
line going to one peer and yet another going to the same 
peer, with different sets of issues lined up. This is where 
inter-coalition competitions can occur. (Note that as a 
responding agent, a peer only needs to consider compet-
ing requests and does not have to worry about the coali-
tions.) 

The problem with this is the overburdening of a par-
ticular peer, affecting both negotiations. In our computa-
tion of a peer’s potential utility, we do take into account 
the current relationship that an agent has with each peer. 
And one of the parameters is whether the agent is now 
negotiating with each peer. This will serve as a guideline 
to alert the subsequent coalition formation processes to 
avoid approaching the same peer again, relieving some of 
the pressure from inter-coalition competitions. 

 
4.5. Intra-Coalition Competition 

 
In our problem domain, in addition to inter-coalition 

competition among overlapped coalition formation, there 
may be also conflicts among the requested capabilities by 
a same initiating agent (intra-coalition competition). In 

this case, the responding peer cannot decide which issue 
is offered in prior. In the packaged approach, the re-
sponder needs to check with the initiator to decide the 
offer order; while in the pipelined approach, the initiator 
may dynamically order the requests to multiple issues 
according to their priorities and the negotiation results on 
previous issues. So the initiator can make an endogenous 
agenda and conduct the negotiations following the agenda 
[2]. 

When the initiator makes the agenda, it can decide to 
negotiate with multiple responding agents on a same im-
portant issue. It also can decide to negotiate on urgent 
issues first. By focusing on these issues first, the agent 
realizes that it has a higher probability to have them 
agreed to by the peers than later. Compared with the 
packaged approach, the pipelined approach is more flexi-
ble since the initiator can change the agenda dynamically. 

Furthermore, to deal with uncertain and dynamic en-
vironments, an agent may extraneously requests for more 
resources or services in anticipation of failed negotiations. 
As a result, algorithms that are greedy, worried and lazy 
have been proposed [12]. For our coalition instantiation 
process, these algorithms would introduce intra-coalition 
competition. For example, a worried algorithm [12] will 
prompt an agent to approach several peers for one unit of 
the same issue as an insurance policy. Once the agent 
secures an agreement from one of the peers, it has to im-
mediately terminate the other negotiations. However, ter-
minating negotiations incurs costs to the perception by the 
peers of the agent. 

 
4.6. Contingency Handling 

 
Ultimately, the coalition formation process is based 

on a plan and the plan may not work as expected during 
the coalition instantiation process. Focusing only on the 
packaged approach vs. the pipelined approach, we see that 
it is possible for the initiating agent to lose contact with a 
peer due to communication loss, agent faults, or ex-
tremely long delay. In such a case, the agent needs to 
have a contingency plan to persist with the coalition in-
stantiation process. 

In general, if the packaged negotiation approach is 
used, and a peer is found to be not responsive, then the 
agent breaks up the package and distributes the issues to 
the remaining peers in the coalition. For the pipelined 
approach, the response is more straightforward—simply 
transferring the issues to other pipelines. And, in the case 
where the agent is stuck with a particular issue negotiat-
ing with a non-responsive peer, the agent will duplicate 
another negotiation with another peer on the same issue 
and conduct the two negotiations in parallel. Whichever 
negotiation completes successfully first will prompt the 
agent to terminate the other. 
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4.7. Case-Based Negotiation 
 
In our confidence-based negotiation strategy, the ini-

tiating agent conducts a case-based reflective argumenta-
tive approach, extended from [11]. In the original design, 
for each negotiation, the initiating agent first finds a spe-
cific local negotiation strategy through CBR. Then, it 
activates a thread to negotiate. The negotiation manage-
ment module of the agent monitors various negotiation 
threads and changes the local negotiation strategies in 
real-time. The module will terminate all remaining nego-
tiations once it finds out that it no longer can form a vi-
able coalition. The module will terminate its redundant 
requests once it has secured agreements from successful 
negotiations. 

To extend from [11], we see two approaches to repre-
sent the negotiation cases in the casebase. First, each case 
contains the local negotiation strategy for a number of 
issues. Second, each case contains the local negotiation 
strategy for only one issue. 

The first approach is directly applicable to the pack-
aged approach. With multiple issues captured in one case, 
the local negotiation strategy can provide guidelines on 
how to negotiate with a package of issues. However, there 

is a potential problem. For n issues, there are O(n2 ) pos-
sible combinations among these issues. So the casebase 
could become intractable as the number of issues grows. 

The second approach caters to the pipelined approach 
as this approach only deals with one issue in one negotia-
tion. For n issues, O(n) cases are enough to cover the lo-
cal negotiation strategies on one specific issue. So the 
casebase can be much smaller and more modular. How-
ever, these cases would fail to capture the additional 
stresses that multi-issue negotiations bring to the respond-
ing peers. 

A solution combining the two approaches with a hi-
erarchical organization of cases may address the benefits 
and weaknesses of the two approaches. 

 
5. Experimental Results 
 

We have implemented the MPCF model in a multi-
agent system where the adaptive, confidence-based nego-
tiation strategy is to be incorporated. Presently, our sys-
tem performs 1-to-many negotiations, similar to the pack-
aged approach. In our system, each agent has multiple 
overlapping capabilities and is capable of performing 
multiple tasks. When an agent encounters a task, it first 
analyzes whether it is able to solve the problem all by 
itself; if not, it initiates a coalition formation process. 
Each agent has 3+N threads: (1) a core thread to manage 
tasks, reason, and learn, (2) a communication thread, (3) 
an execution thread for task simulation, and (4) N negotia-
tion threads for concurrent negotiations with other agents. 

In this paper, we report some preliminary experimen-
tal results aimed to study the communication cost differ-
ence between high-confident negotiation and low-
confident negotiation scenarios. We use two specific 
characteristic parameters, tardiness degree (TD) and hesi-
tation degree (HD), to measure the initiating agent’s con-
fidence to each peer agent. 

We conducted three experiments as shown in Table 
1. In ES1, all peers have the same tardiness degrees with 
the agent. However, each peer has a different hesitation 
degree. In ES2, all peers have the same hesitation degree 
but different tardiness. In ES3, all peers have the same 
hesitation and tardiness degrees. 

 

Experiment Set Peer Characteristics 

ES1 Same TD, different HD 

ES2 Different TD, same HD 

ES3 Same TD, same HD 

Table 1. Experiment sets 

To specify the various hesitation degrees, we use the 
number of evidence messages needed for each agent to be 
persuaded during the argumentative negotiation. In ES1, 
we further created two sub-experiments, as shown in Ta-
ble 2. In EXP1, we set the hesitation degree of each peer 
different but fixed. For example, agent 2A  will have a 

hesitation degree of 7; and so on. With this, we created a 
high-confident negotiation environment with a set of 
peers of different characteristics. In EXP2, the hesitation 
degree of each peer is fluctuant and based on a uniform 
distribution within a specified range. With this fluctuant 
HD setup, an agent was expected to profile its peers less 
successfully than with the fixed HD setup, which is a low-
confidence negotiation environment. 

 

 HD Distribution Confidence 

EXP1 Fixed: iHD
iA −= 9  High 

EXP2 Fluctuant: ∈
iAHD ,19[ −− i ]19 +− i  Low 

Table 2. Sub-experiments in ES1 

Figure 4 shows the agent 1A ’s approach frequencies 

to its peers. We define approach frequency as the number 
of times an agent approaches a peer agent for coalition 
formation over the duration of the entire experiment. 

From Figure 3, we see that in EXP1 agents 7A , 8A  and 

9A  were approached significantly more frequently. This 

is because these agents had smaller HD values and agent 

1A is highly confident in them. As a result, they were 
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approached more often as they are likely to improve the 
quality of the coalition formation process. 
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Figure 4. Approach frequencies to peer agents 

 
6. Conclusions 

 
In this paper, we have described an adaptive, confi-

dence-based negotiation strategy in which a pipelined, 
one-at-a-time approach and a confidence-based, packaged 
approach can be employed adaptively to manage 1-to-
many negotiations, within a Multi-Phase Coalition For-
mation model. Our objective to use such a strategy is to 
improve the request satisfaction and cost effectiveness of 
coalition formation in a dynamic, noisy, uncertain, and 
real-time environment. 

Given the strategy, we expect an agent to behave in 
the following manner: (1) initially, an initiator prefers the 
pipelined negotiation approach since it has not yet ob-
tained much information about other agents and thus is 
not confident enough; but as the time progresses, the 
packaged approach will be used more frequently than 
before; (2) for time-critical issues, the packaged approach 
is preferred while for high-importance issues, the pipe-
lined approach is preferred; and (3) for the same set of 
negotiation issues, the adaptive, confidence-based nego-
tiation strategy is supposed to have more issues being 
offered than the pure packaged approach, and be able to 
negotiate faster than the pure pipelined approach. We 
have discussed several key aspects such as confidence, 
selection, learning, inter- and intra-coalition competitions, 
contingency handling, and case-based negotiation. 

Presently, we have implemented the coalition forma-
tion model, end-to-end, and partially some of the coalition 
instantiation steps. We have presented some preliminary 
results. Our future work is to completely incorporate the 
strategy into the multi-phase coalition formation model 
and conduct experiments to study the proposed strategy. 
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