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Abstract

In electronic commerce applications, prospective buy-
ers may be interested in receiving recommendations to as-
sist with their purchasing decisions. Previous research has
described two main models for automated recommender
systems: collaborative filtering and knowledge-based ap-
proaches. In this paper, we present an architecture for de-
signing a hybrid recommender system that combines these
two approaches. We then discuss how such a recommender
system can switch between the two methods, depending on
the current support for providing good recommendations
from the behavior of other users, required for the collabo-
rative filtering option. We also comment on how the overall
design is useful to support recommendations for a variety of
product areas and present some directions for future work.

1 Overview

One important task in the application area of business-
to-consumer e-commerce is that of providing recommenda-
tions to potential shoppers. In an environment where there
is a wide choice for the prospective buyers, an automated
system which serves to present a more narrow selection for
the buyer would be desirable.

Recommender systems are systems which provide rec-
ommendations to potential buyers. Two widely used tech-
niques for building recommender systems to date are col-
laborative filtering and knowledge-based approaches. Col-
laborative filtering is a real-time personalization technique
that leverages similarities between people to make recom-
mendations. In other words, a collaborative filtering rec-
ommender system assumes that human preferences are cor-
related; thus, it predicts preferences and makes recommen-
dations to one user based on the preferences of a group of

users. In contrast, a knowledge-based recommender system
exploits its knowledge base of the product domain to gen-
erate recommendations to a user, by reasoning about what
products meet the user’s requirements.

In this paper, we analyze the advantages and shortcom-
ings of both techniques and present an architecture for a
hybrid recommender system that integrates the two ap-
proaches. Such a system will inherit all the strengths from
a collaborative filtering recommender system, but will be
able to avoid its weaknesses.

Although there have been some proposals for design-
ing systems which make use of both the knowledge-based
approach and collaborative filtering [4], collaborative fil-
tering is used more in a post-processing stage, so that the
knowledge-based design predominates. In this paper, we
outline some specifications for changing between the col-
laborative filtering and the knowledge-based styles of rec-
ommendation, within a single system.

This design strategy will be useful for electronic com-
merce applications where the number of buyers and the
make-up of the community of buyers dictates whether col-
laborative filtering will be effective or not.

2 Background

In this section, we introduce the collaborative filtering
and knowledge-based approaches in building recommender
systems. We discuss the strengths and weaknesses of each
approach as the motivation for the design of a hybrid archi-
tecture that combines the two approaches.

2.1 Collaborative Filtering Approach

The key idea of the collaborative filtering approach is
that a user will prefer those items that like-minded peo-
ple prefer. A collaborative filtering recommender system
(CFRS), therefore, makes prediction for a user based on the



similarity between the interest profile of that user and those
of other users [3, 7, 14].

Suppose we have a database of user ratings for items,
where users indicate their interest in an item using a numer-
ical scale. Then, it is possible to define similarity scores
between two user profiles. A variety of similarity metrics
has been proposed. Items with high-predicted ratings will
be recommended to the user. The following formula is used
by [14]:

Ux = Ū +

∑
J∈ Raters ofx

(Jx − J̄)RUJ

∑
J∈ Raters ofx

|RUJ | (1)

whereUx is the rating to be predicted for userU on itemx,
Ū is the mean of the ratings of userU , Jx is the rating of
some userJ on itemx, J̄ is the mean of the ratings of user
J , RUJ is the correlation (similarity score) between userU
and userJ , and the two summations are performed on the
set of all usersJ , who have rated itemx.

An example of a CFRS is the Instant Recommendations
at Amazon.com. This system can recommend books, CDs,
and other products. It works by first building an interest
profile for a user based on the user’s ratings on items and
the items that the user has purchased in the past. The sys-
tem then generates recommendations to a user based on the
similarity of the user’s interest profile and the other users’
interest profiles.

It should be obvious that CFRSs have the following ad-
vantages and shortcomings:

Advantages:

• They can make personalized recommendations.

• They are able to identify appropriate items to users.

• Their prediction quality improves over time as their
databases of user preferences get larger and larger.

Shortcomings:

• A CFRS must be initialized with a large database of
users’ preferences in order to make useful recommen-
dations [17]. Moreover, the prediction accuracy of the
system is very sensitive to the number of items that
have been rated [16].

• As a new user starts off with nothing in her profile, a
training period is required to train the profile before
it can accurately reflects the user’s preferences. This
problem is known as the “cold start problem” [15].

• When a new item appears in the database, there is no
way that it can be recommended to a user until more
information is obtained (via another user rating it or
specifying which other items it is similar to). This

problem is referred to as the “early-rater problem”
[11].

• A CFRS may not behave properly when a user’s inter-
ests change, since it makes recommendations based on
the past interests of that user. For example, a book
shopper, who usually purchased computer books in
the past, may find a CFRS recommendations not very
helpful when she is seeking out books for her children.

2.2 Knowledge-Based Approach

As the name suggests, a knowledge-based recommender
system (KBRS) generates recommendations to a user by
consulting its knowledge base of the product domain, and
then reasoning what items will best satisfy the user’s re-
quirements [4].

An example of a KBRS is the PersonalLogic system [1].
This system helps users make decisions on variety of prod-
ucts, ranging from cars to computers, from pets to family
activities, and from careers to graduate schools. It works by
gathering the users’ requirements on a particular product,
and consulting its knowledge base to find the items that best
meet the users’ requirements. Thus, a car-shopper may need
to provide answers to such questions as what type, size, and
features she prefers, what price she can afford, whether lux-
ury or economy (lower cost, better fuel etc.) is more impor-
tant to her. The system then searches its knowledge base for
cars that best satisfy these requirements.

KBRSs have several advantages:

• A KBRS does not need to be initialized with a database
of user preferences since its recommendations do not
depend on the user ratings of items.

• Since a KBRS does not make recommendations based
on users’ interest profiles (with their ratings on items),
it does not suffer from the “cold start” and the “early-
rater” problems.

• A KBRS can adjust its recommendations quickly as
a user’s interests change because its recommendations
are independent of the user’s preferences in the past.

• A KBRS can make good recommendations for those
products that lend themselves to the knowledge-based
approach by nature. Examples of such products are
cars, houses, careers, grad schools etc., whose features
(characteristics) are obviously of great importance to
users. Since a KBRS can suggest to a user those items
that best meet the user’s requirements, it is an ideal
recommender system in this case.

KBRSs, nevertheless, have a main disadvantage:



• To make good recommendations, a KBRS must under-
stand the product domain well. It must have knowl-
edge of important features of the product, and be able
to access the knowledge base where these important
features are stored in an inferable way. Thus, a KBRS
requires knowledge engineering with all of its atten-
dant difficulties.

In the next section we introduce an architecture of a
hybrid recommender system that integrates the CFRS and
the KBRS approaches. We believe that the proposed ar-
chitecture will inherit all the advantages of a CFRS, but
will not suffer from its shortcomings. Moreover, the com-
bination of the two techniques will make our architecture
suitable to products that are collaborative-filtering oriented
(e.g., books, CDs, movies etc., as empirically showed by the
above-mentioned existing systems), as well as those prod-
ucts that lend themselves to the knowledge-based approach
(e.g., houses, cars etc.).

3 The Proposed Architecture

Figure 1 below shows an architecture for a hybrid rec-
ommender system that combines the collaborative filtering
and knowledge-based approaches.
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Figure 1. Architecture for Integrating
Knowledge-Based and Collaborative Fil-
tering Approaches

Our architecture consists of the following major compo-
nents:

• The Interactive Interface Agent.

• The Knowledge-Based Engine.

• The Knowledge Base of the product domain.

• The Collaborative Filtering Engine.

• The Database of Users’ Ratings for Items.

• The Product Database.

3.1 The Interactive Interface Agent (IIA)

The IIA plays the role of the control unit in the system.
It acts as an intermediary between the user and the two rec-
ommender subsystems. The main job of the IIA is to select
the appropriate subsystem for service, to coordinate the op-
erations of the two subsystems, and to interact with users in
uncertain situations.

3.1.1 Selection of the Subsystems

As we mentioned in the discussion of CFRSs above, a
CFRS may not be helpful to a particular user until a large
number of users, whose interest profiles are known, and a
sufficient number of rated items have been collected into the
database. In our architecture, the IIA keeps track of these
two variables. When the system is executed, the IIA com-
pares these variables with their corresponding thresholds.
The threshold values may be defined through experiments,
depending on the type of products and businesses. If either
of the two variables is less than its corresponding threshold,
the IIA selects the knowledge-based recommender subsys-
tem (KBRSS) for service; otherwise, the collaborative fil-
tering recommender subsystem (CFRSS) will be used.

When the KBRSS is selected, the IIA first guides the user
through the log-in process. If this is an existing user, the
IIA simply sends the user’s name and password to the Col-
laborative Filtering Engine, which opens the user’s interest
profile in the Database of Users’ Ratings for modification.
If this is a new user, the IIA helps the user to create the user
name and password, and requests the user to rate some rep-
resentative items. It then transfers the user’s information to
the Collaborative Filtering Engine, which creates an interest
profile for the user1.

Since the KBRSS is being used, the IIA solicits product
requirement information from the user and transfers it to the
Knowledge-Based Engine. The Knowledge-Based Engine
consults its Knowledge Base to generate recommendations
for the user. The IIA receives these recommendations, for-
mats them, and presents them to the user. To facilitate the

1The system wants to take the opportunity of interacting with the user
(during the operation of the KBRSS) to update the user’s profile of inter-
ests, or to create a profile of interests for a new user. The user’s profile of
interests will be used later on if the CFRSS is selected.



interaction with the user, the system should use a graphi-
cal user interface, in which the outputs presented to the user
can take the forms of listings, tables, or charts, depending
on the nature and the information conveyed in the outputs.

During the operation of the KBRSS, the IIA collects the
user’s ratings on the items via interaction with the user.
These ratings are sent by the IIA to the Collaborative Fil-
tering Engine, which then stores them in the user’s interest
profile (in the Database of Users’ Ratings). The process of
getting users’ feedback can be done in a number of ways.
One way is to request the user’s ratings on the recom-
mended items using a rating set such as

Rating Set ={Excellent, Good, Above Average, Aver-
age, Below Average}.

The ratings can be mapped into numerical values (by the
IIA) to facilitate the calculation of the user’s predicted rat-
ings as illustrated by equation (1) in the Background sec-
tion. These values are then stored in that user’s interest pro-
file in the Database of Users’ Ratings. A sample system
output for getting users’ feedback may look like Figure 2
below.

Figure 2. Sample Form for Getting Users’
Feedback

When the number of users, whose interest profiles are
known, and the number of rated items are both greater than
or equal to their corresponding thresholds, the CFRSS is
selected for service on behalf of the system.

As with the case where the KBRSS is selected, the IIA
first performs the log-in process. If a user has already had
an account with the system, the IIA simply sends the user’s
name and password to the Collaborative Filtering Engine.
The Collaborative Filtering Engine then generates recom-
mendations for the user based on the similarity between the
user’s interest profile (that the system has already had in
its Database of Users’ Ratings) and the other users’ interest

profiles. Items recommended by the Collaborative Filtering
Engine will be formatted and presented to the user by the
IIA.

If the user is a new user, the IIA guides the user through
the process of creating user’s name and password, and re-
quests the user to rate some representative items. It then
sends the user’s information to the Collaborative Filtering
Engine, which creates an interest profile for the user. From
this point, the operation of the system is the same as the case
where the user has already had an account with the system.

During the CFRSS operation, the IIA still collects the
user’s ratings on items via interaction with the user. These
ratings are entered into the user’s interest profile as a routine
of refining the user’s model viewed by the system. This
accounts for the fact that the prediction quality of a CFRS
improves over time.

There are times when a user does not want the system
to make recommendations based on her interest profile. A
book-shopper, who usually purchased computer books in
the past, certainly does not like the system to make sugges-
tions using her purchasing history when she is seeking out
fairy books for her children. To address this situation, the
IIA may simply ask if a user likes the system to make rec-
ommendations based on her interest profile. This may be
done during the log-in process via a graphical form similar
to figure 3 below.

Figure 3. Sample Log-in Form

If the user checks “Yes” as in Figure 3, and if the CFRSS
is eligible for service, it will be selected. If the user checks
“No”, the KBRSS will be selected; however, the IIA does
not need to modify the user’s interest profile in this case
(since the user is not purchasing items for herself).



3.1.2 Coordination of the Subsystems

We can tune our architecture such that the system will al-
ways make the best recommendations it can to users. We
recall formula (1) that an itemx will be recommended to a
userU if its predicted ratingUx is greater than the predicted
ratings on other items. Hence, we can define that an itemx
is a good item for recommendation if

Ux ≥ kŪ (2)

wherek is a pre-defined satisfaction coefficient, andŪ is
the average rating of userU .

We can now make a rule that the IIA will present an item
x recommended by the CFRSS to a user only ifx is a good
item. If no items recommended by the CFRSS are good
items, then the IIA will switch the user to the KBRSS for
service. Obviously, such a rule is in favor of the KBRSS at
this moment, since it assumes that the KBRSS may be able
to make “above average” recommendations.

Of course, the IIA can check if its assumption is correct
by looking at the user’s ratings on the items suggested by
the KBRSS. If the user’s average rating on the items sug-
gested by the KBRSS is higher than that on the items sug-
gested by the CFRSS, the IIA can go on using the KBRSS.
Otherwise, the IIA will adjust the satisfaction coefficient to
a lower value so that (2) holds for the items previously rec-
ommended by the CFRSS. The IIA then switches the user
back to the CFRSS and presents these items to the user.

The following numeric example will illustrate the above
idea. Suppose users’ ratings are in the range[0, 1], initially
k = 1.2, Ū = 0.5, and the CFRSS sends to the IIA the
top five predicted ratings (for five different items), namely
0.59, 0.58, 0.57, 0.56, and0.55. SincekŪ = 0.6, according
to (2), none of the five items is eligible to be presented to
the user. Thus, the IIA switches the user to the KBRSS
for service. If the average rating of the user on the items
suggested by KBRSS is greater than0.57 (the average of
the five predicted ratings by the CFRSS), the IIA will go on
using the KBRSS to provide service for the user. However,
if the average rating of the user on the items suggested by
the KBRSS is less than or equal to0.57, the IIA will lower
k to 1.1 so thatkŪ = 0.55. Now, the five items previously
recommended by the CFRSS can be presented to the user,
and the IIA switches the user back to the CFRSS for service.

3.1.3 Initiation of Dialogs

Uncertainty is inevitable in recommender system environ-
ments. It is possible that some users do not make prefer-
ences clear. For example, a user may rate an item as both
“Excellent” and “Below Average”, or may want a Middle
Ages history book on personal computers. Whether this is
the user’s mistake or an attempt to test the “intelligence”

of the system, the IIA will generate confirmation dialogs
in such uncertain situations. These dialogs are not through
natural language, rather via text boxes, menu, buttons in a
graphical user interface.

3.1.4 View and Change of Users’ Interest Profiles

To cope with the fact that users’ interests may change, the
IIA provides a feature that allows users to view and mod-
ify their interest profiles. When a user clicks a button (or
selects a menu item) for this feature, the IIA will instruct
the Collaborative Filtering Engine to query for the user’s
profile. It then presents this profile to the user in the modifi-
able mode. After the user is finished with the modification,
the IIA transfers the modified profile to the Collaborative
Engine, which then saves this profile into the Database of
Users’ Ratings, overwriting the old profile.

3.2 The Collaborative Filtering Recommender
Subsystem (CFRSS)

The goal of the CFRSS is to make recommendations to
a user based on the similarity between the interest profile of
that user and those of other users. The heart of the CFRSS
is the Collaborative Filtering Engine, which has two major
responsibilities:

1. The Collaborative Filtering Engine receives the user’s
information (user’s name, password) from the IIA. It
generates queries to the Database of Users’ Ratings us-
ing the user’s information as input. The data returned
by the queries are the ratings on items of that user,
the ratings on items of other users, and the similarity
scores between that user and other users. The Collab-
orative Filtering Engine then performs the calculation
of predicted ratings on items for the user based on the
data returned by the queries (e.g., Formula (1)). It then
selects n items (say, n = 10) that have the highest pre-
dicted calculated ratings. Finally, it queries the Product
Database for the attributes (characteristics) of these n
selected items, and returns these items together with
their attributes to the IIA as output. These items and
their attributes are presented to the user by the IIA.

2. The Collaborative Filtering Engine also creates and
modifies the users’ interest profiles. It creates a new
user’s interest profile in the Database of Users’ Ratings
using the user information (user’s name, password, and
the user’s ratings on representative items) that it re-
ceives from the IIA. It modifies an existing user’s inter-
est profile based on the user’s ratings for recommended
items provided by the IIA.



A good, efficient design of the Collaborative Filtering
Engine should include at least an Automatic Query Gener-
ator and a Math Processor as its components (see Figure 4).

Product
Database

Query
Generator

Math
Processor

Recommended
items as output

to IIA

Collaborative
Filtering Engine     information as

     input from IIA

     User’s

    Database of
     Users’ Ratings

Figure 4. The Collaborative Filtering Recom-
mender Subsystem

The Automatic Query Generator generates queries to the
Database of Users’ Ratings and the Product Database (as
described above), using the user information provided by
the IIA as input. The process of query generation occurs
dynamically at run time as soon as the Automatic Query
Generator receives input from the IIA.

The Math Processor provides the capability to perform
complex mathematical manipulations on the data returned
from the queries generated by the Automatic Query Gener-
ator. These include the ability to apply various arithmetic
expressions to the data (such as sums of rows, sums of
columns, total etc.), and the ability to perform standard sta-
tistical analyses on the data (such as calculating the mean,
the standard variation etc.).

3.3 The Knowledge-Based Recommender Subsys-
tem (KBRSS)

The purpose of the KBRSS is to recommend to a user
those items that best meet the user’s requirements. The core
component of the KBRSS is the Knowledge-Based Engine,
which generates queries to the Knowledge Base of the prod-
uct domain, based on the user’s requirements it receives
from the IIA as input. Upon the query completion, the
Knowledge-Based Engine chooses n items that best satisfy
the user’s requirements. It then queries the Product Data-
base for the attributes (characteristics) of these n chosen
items, and returns these items together with their charac-
teristics to the IIA as output. These chosen items and their
characteristics are finally presented to the user by the IIA.

The Knowledge-Based Engine, thus, must contain at
least an Automatic Query Generator, which dynamically

generates queries to the Knowledge Base and the Product
Database, using the user’s requirements provided by the IIA
as input (Figure 5).
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       User’s

Figure 5. The Knowledge-Based Recom-
mender Subsystem

The Knowledge Base of the KBRSS contains informa-
tion about the product domain. Building a knowledge base
is not a trivial task. Designers must have a good under-
standing of the product domain, knowing which features of
the product matter to consumers. These features need to be
integrated into the entries of the knowledge base in such a
way that best facilitates the query process.

4 An Example

To illustrate how our architecture works, we provide
an example in which the IIA has to coordinate the opera-
tions of both the CFRSS and the KBRSS. The dialogs in
the example represent the information exchanged between
the user and the system, although in reality, the informa-
tion exchange process is done through a graphical user in-
terface using boxes, menu and button selection. Italicized
sentences denote explanations, scenario descriptions, user’s
actions, or background actions of the system.
User: Logs into the system as an existing user.
System: Verifies that it is OK to use the CFRSS. However,
after calculating the predicted ratings on items, it finds that
none of the items are “good items” (ref. Section 3.1.2) for
recommendation. So, it switches the user to the KBRSS for
service.Please, choose a preferred book category from the
following: Science, Sociology, History etc.
User:Chooses Science.
System: Please, selects one of the following channels:
Mathematics, Physics, Computer Science etc.
User: Chooses Computer Science.
System: Which of the following computer topics do you



prefer: Software Engineering, Database, Operating Sys-
tems, Artificial Intelligence etc.?
User: Indicates her preference in Database.
System:The following books are recommended:

System shows list of recommended books with links to
extra information such as table of contents, author’s biog-
raphy, reader reviews etc. for the user’s evaluation.

1. Database Processing by Kroenke

2. Access Database by Steven Roman

3. The list continues...

Please, indicate how you like the books by checking on
the appropriate boxes.
User: Checks on boxes indicating her satisfaction.
System: Records these ratings into the user’s interest pro-
file.

5 Discussion

One of the most challenging tasks that an online cus-
tomer is facing today is how to sort through huge catalog
of products to find items of most value to her. Even when
the customer has an idea of some product to purchase, she
will probably be confused by so many available products
of the same type, produced by different manufacturers and
perhaps slightly dissimilar in prices, usage, colors, features
etc. It is therefore very hard for the customer to make a
purchase decision from such a wide choice of availability.

Today’s online customers are also known to be more im-
patient and demanding than ever before. They would like
to make good purchases, yet in as little time as possible. In
other words, customers want to receive satisfactory prod-
ucts, but they are not willing to spend much effort for their
purchases.

For the above reasons, automated product recommenda-
tion presently becomes a very important issue in business-
to-consumer e-commerce. In order to maximize the rev-
enue generated by online customers, e-commerce busi-
nesses must be able to offer relevant recommendations to
their online visitors as quickly as possible and with min-
imal customer burden. The architecture for an integrated
recommender system presented in this paper is an attempt
to address the issue. Developing such a recommender sys-
tem would allow online businesses to satisfy both their own
need to direct customer purchases, and their customers’ de-
sire to move quickly through large product catalogs to find
the most appropriate items.

6 Related Work

Knowledge-base recommender systems solicit informa-
tion about users’ preferences and generate recommenda-

tions by reasoning about what products meet the users’ re-
quirements. For instance, the PersonalLogic recommender
system creates a dialog to walk the user down a tree of prod-
uct features [1]. Other systems have employed quantitative
decision support or case-based reasoning tools for making
recommendations [2, 5].

Collaborative filtering recommender systems have been
developed for many applications. For examples, Grouplens
assists users in finding usenet news articles [10], Memoir
helps people find other people (rather than documents) with
similar interests [6], and Ringo recommends music albums
and artists based on word-of-mouth recommendations [16].

A number of hybrid recommender systems that make use
of different approaches have also been advocated [4, 8, 9,
12, 13]. The FindMe system, as outlined in [4], attempts
to combine the knowledge-based and collaborative filtering
techniques; however, it takes a different approach compared
to our architecture. In this system, the collaborative filter
is only used as a post filter after the knowledge-based sys-
tem has done its work. As admitted in [4], this approach
does not capitalize on the full power of collaborative filter-
ing, which, in its pure form, permits the discovery of niche
groups of customers, who share similar interests.

The Decision-Theoretic Interactive Video Advisor
(DIVA) is an application of decision theory to collabora-
tive filtering [12]. The DIVA distinguishes the users’ short-
term and long-term preferences. A user can indicates her
short-term preferences by specifying some constraints, such
as actors and actresses, directors, genres, release years etc.
These constraints act as an initial filter on the entries in the
movie database. The movies that satisfy the constraints are
then ranked and presented to the user according to the user’s
preference structure. The DIVA and our architecture differ
in a number of ways. First, the DIVA with its “short-term
preference” feature allows the user’s interest to drift a lit-
tle bit from the user’s interest profile. Our architecture, by
selecting the KBRSS, can make recommendations totally
independent of the user’s interest profile. Second, the DIVA
was designed to make recommendations on movies, while
our architecture can apply to a wide range of diverse prod-
ucts. Finally, the DIVA makes recommendations based on
decision theory, in which user’s preferences are represented
using pair-wise comparisons among items. In contrast, our
architecture integrates the knowledge-based and collabora-
tive filtering techniques.

7 Conclusion

In this paper we have presented an architecture for a
hybrid recommender system, which integrates knowledge-
based and collaborative filtering recommender systems as
its subsystems. Our architecture uses an interactive inter-
face agent that flexibly selects either the knowledge-based



or the collaborative filtering recommender subsystem for
service. The interactive interface agent can even coordi-
nate the operations of the two subsystems to make the best
possible recommendations to users. Such a hybrid sys-
tem will have all the advantages of a collaborative filtering
recommender system, namely the ability to make person-
alized recommendations, the capability to identify niches
precisely, and the prediction quality being improved over
time. Additionally, with the presence of the knowledge-
based subsystem, the proposed system can avoid the major
disadvantages of a collaborative filtering recommender sys-
tem, such as the requirement to be initialized with a large
database of users’ preferences, and the possibility to gener-
ate invalid recommendations when a user’s interests change.

Furthermore, since our architecture combines both
knowledge-based and collaborative filtering approaches, it
can generate good recommendations for a wide range of di-
verse products. In other words, it can be used to recom-
mend to users those products that lend themselves to the
knowledge-based approach, such as cars, houses etc., as
well as the products that are more suitable to the collabo-
rative filtering approach, e.g., books, movies, CDs etc.

As with any knowledge-based systems, our approach re-
quires knowledge engineering of the product domain. The
necessary investment in knowledge engineering should be
justified by the many advantages of the system mentioned
above. As with any collaborative filtering systems, our pro-
posed architecture faces two challenges: the computational
cost and the search cost in a database of users’ preferences
that tends to get larger and larger. A possible solution to the
former challenge is multi-threading. That is, we can use a
lightweight process (or thread) to perform computation in
the background, while the user is interacting with the main
process in the foreground. A possible solution to the latter
challenge is data partition. That is, the database can be par-
titioned into several sub-tables, using some category such
as alphabetical ordering. Thus, a search can be done in an
appropriate sub-table, rather than in the entire database. We
would like to implement our approach in the next research
step, to experimentally evaluate the proposed architecture
and design ideas.
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