
Improving Privacy-Preserving NBC-based Recommendations by Preprocessing

Alper Bilge and Huseyin Polat

Department of Computer Engineering

Anadolu University, 26470 Eskisehir, Turkey

abilge, polath@anadolu.edu.tr

Abstract—Providing accurate predictions efficiently with pri-
vacy is imperative for both customers and e-commerce vendors.
However, privacy, accuracy, and performance are conflicting
goals. Although producing referrals with privacy is possible;
however, online performance and accuracy degrade due to
underlying privacy-preserving measures. We investigate how
to improve both efficiency and accuracy of naı̈ve Bayesian
classifier-based private recommendations by utilizing prepro-
cessing. We preprocess masked data by selecting the best
similar items to each item off-line. Moreover, we fill some of
the unrated items’ cells to improve density. We perform real
data-based experiments to investigate how preprocessing affects
online performance and accuracy. Our experiment results show
that efficiency and preciseness improve due to preprocessing.

Keywords-Privacy; collaborative filtering; preprocessing; on-
line performance; accuracy; Bayesian classifier.

I. INTRODUCTION

The exponential growth of e-commerce services brings the

information overload with itself. Such e-commerce facilities

need assistance to deal with incessantly growing data. Col-

laborative filtering (CF) is designed to present only the most

valuable information to the user according to the preferences

of them with two basic goals (i) which items to be presented

and (ii) when and how they should be presented [4]. CF

schemes analyze users’ opinions to produce a prediction for

a target user, referred to as active user (a) [6].

Miyahara and Pazzani [8] propose a CF approach using

naı̈ve Bayesian classifier (NBC) to offer binary ratings-

based referrals. With increasing number of users (n) and/or

items (m), scalability of NBC-based CF schemes becomes

an important issue to deal with. Scalability problem is asso-

ciated with the performance of CF algorithms run on large

data sets [1]. Since NBC-based schemes run on whole user-

item matrix (D), as n and/or m increase, the performance

of the algorithm decreases. Data sparsity is another well-

known problem such schemes face. With increasing sparsity,

number of commonly rated items decrease relatively; thus,

calculation of neighborhood becomes inaccurate.

Privacy is becoming a major concern with increasing

popularity of the Internet and e-commerce. Due to privacy

concerns [3], many users do not want to give their data or

provide false data. To produce accurate and dependable pre-

dictions, collecting sufficient and truthful data is important.

Therefore, privacy-preserving CF schemes are becoming

popular with increasing privacy concerns. Kaleli and Po-

lat [5] propose a privacy-preserving scheme to offer binary

ratings-based predictions while achieving privacy. Although

their method achieves privacy and is able to produce referrals

with decent accuracy, efficiency significantly degrades with

increasing n values and number of groups (M ). By selecting

the best similar items to each item by preprocessing the

disguised data off-line, online performance is more likely

to improve because amount of data involved in CF process

decreases. Due to privacy concerns, accuracy losses are

inevitable. Although such losses are expected and could

be said that acceptable, we hypothesize that the quality of

referrals might be improved by filling some of the unrated

items’ cells before applying CF process.

In this paper, we want to enhance online performance

of the privacy-preserving NBC-based CF scheme (PPNBC)

proposed by [5] without greatly compromising (or some-

times even increasing) accuracy by preprocessing the dis-

guised data so that recommendation processes can be com-

pleted in a reasonable amount of time. To achieve this,

we take advantage of NBC-based CF algorithm’s ability to

estimate predictions from a small amount of training data.

We reduce the number of items by preprocessing and fill

some of the empty cells. This way PPNBC might not suffer

from large amount of data (mostly irrelevant and redundant);

and can also produce highly accurate referrals.

II. BACKGROUND

NBC is utilized in CF by classifying ratings as like and

dislike [8]. An active user a for whom the prediction will

be produced is having ratings utilized as class labels and D
holds ratings from other users corresponding to the feature

values, where other users are treated as features. Since it

is assumed that features are independent given the class

labels, the conditional probability that a given item belongs

to classj , where j ∈ {like, dislike} given its n feature

values, is given, as follows:

p(classj |f1, f2, . . . , fn) ∝ p(classj)
n∏

i

p(fi|classj), (1)

where fi is the feature of target item (q) for user i and

p(classj) and p(fi|classj) can be determined from training

data. The conditional probabilities are calculated and q is

assigned to the class with the highest probability.

2010 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent Technology

978-0-7695-4191-4/10 $26.00 © 2010 IEEE

DOI 10.1109/WI-IAT.2010.109

143



Kaleli and Polat [5] propose PPNBC to offer NBC-based

predictions. In their scheme, each user ui divides her items

into M groups and perturbs the ratings of every group

individually, where M and θ would be considered as levels

of privacy. However, with increasing M values, efficiency

of the algorithm becomes worse. Moreover, with decreasing

θ values from 1.0 to 0.51, since randomness increases,

the quality of the referrals diminishes. Therefore, feasible

parameters are proposed as three groups with a perturbation

level of 0.7 (M is 3 and θ is 0.7) [5]. Although their

scheme preserves individual users’ privacy, its performance

decreases considerably with privacy concerns. Also, accu-

racy losses are inevitable due to privacy protection measures.

III. RELATED WORK

Polat and Du [9] propose a method for privacy-preserving

collaborative filtering (PPCF), which is a centralized

method, where users do not actively participate in prediction

production processes once they provide their personal data

to a server. They propose to employ randomized perturbation

techniques to disguise private data and have shown that

accurate recommendations can be produced without greatly

jeopardizing users’ privacy. Kaleli and Polat [5] investigate

how to achieve NBC-based CF services while preserving

customers’ privacy. Their scheme is able to offer accurate

referrals with privacy. However, due to privacy concerns,

online performance significantly degrades. The quality of

data processing has a significant effect on success or failure

of almost all data mining algorithms, which makes the data

preprocessing stage extremely important task [7]. Syme-

onidis et al. [10] propose to combine user and item-based

neighborhood formation using nearest bi-clusters with bi-

clustering algorithms and data preprocessing tools. Bell and

Koren [2] apply data preprocessing to pre-compute certain

values on experimental data to enable rapid retrieval of

useful information. Unlike their schemes, we propose two

preprocessing methods to improve both efficiency and even

accuracy of PPNBC proposed by [5]. We select the best

similar items to each item to reduce data involved in CF

process so that online performance improves; and fill some

unrated cells to increase density to improve accuracy.

IV. ENHANCEMENT ON NBC-BASED PRIVATE

RECOMMENDATIONS

Due to privacy-preserving measures, supplementary on-

line computation costs are inevitable. Although PPNBC

scheme proposed by Kaleli and Polat [5] provides accu-

rate referrals with privacy, efficiency significantly decreases.

Moreover, the quality of the referrals diminishes due to data

masking schemes. We hypothesize that online performance

and even accuracy of PPNBC can be improved by prepro-

cessing disguised data off-line. If only a subset of items are

used in the recommendation generation process, (i) recom-

mendation accuracy would increase with most information

providing items and (ii) performance of the algorithm would

increase considerably. We apply two preprocessing methods

to perturbed ratings: In the first method referred to as

neighborhood formation, we determine the best similar items

to each item using a binary similarity measure. In the second

method, which we call increasing density, we fill some of

the randomly chosen empty cells in the disguised user-item

matrix (D′) with personalized ratings estimated by PPNBC.

Neighborhood Formation: To improve online perfor-

mance, amount of data involved in CF process should be

decreased. For each item in D, we form the neighborhood

by selecting the best similar items. Number of items in a

neighborhood directly affects efficiency. Similarly, an item’s

neighbors significantly influence preciseness. The best N
similar items are chosen as neighbors and the optimum

value of N can be determined experimentally, where N is a

constant and N < m. To determine the neighbors, which are

expected to give the best results, a binary similarity measure

should be selected cautiously. Due to its given importance

to commonly rated items, Tanimoto coefficient is preferable.

Let Sij be the number of occurrences of commonly rated

items with i in the first pattern and j in the second pattern,

where i, j ∈ {0, 1}. Given two binary feature vectors X and

Y , T (X, Y ) denotes modified Tanimoto coefficient between

X and Y (similarly, between two items’ ratings vectors) and

it is calculated, as follows [5]:

T (X,Y ) =
(S11 + S00) − (S10 + S01)

S11 + S00 + S10 + S01
, (2)

where S11 is the number of users rated “1” both items, S10

represents the number of users rated “1” item i and “0” item

j, S01 is the number of users rated “0” item i and “1” item

j, and S00 shows the number of users rated “0” both items.

Tanimoto similarity measure computes the similarity be-

tween two binary vectors; however, D, representing true

users’ ratings, does not present. Due to underlying data

perturbation methods, it becomes a challenge to estimate

the same similarities from perturbed data. D′ is obtained

after collecting data from many users, as described in [5].

Therefore, actual rates cannot be determined exactly, but

according to disguising scheme (number of groups, M and

disguising rate, θ), an inference can be made to calculate

similarities between features. If we assume that Sij be the

occurrence of commonly rated items for two items’ ratings

vector, Si′j′ represents the exact opposite of the ratings,

where i′, j′ ∈ {0, 1}. Due to disguising mechanism, we

cannot simply increment the related variable, Sij . All the

values are correct in D′ with a probability of θ. Thus, to

estimate Sij values, the followings are considered:

Si,j = Si,j + (θ × θ) = Si,j + θ2

Si′,j = Si′,j + ((1 − θ) × θ) = Si′,j + θ − θ2

Si,j′ = Si,j′ + (θ × (1 − θ)) = Si,j′ + θ − θ2

Si′,j′ = Si′,j′ + (1 − θ) × (1 − θ) = Si′,j′ + (1 − θ)2.
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After estimating Sij values from perturbed data, similarity

weights between two items can be estimated using Eq. (2).

For each item j, the similarities between j and the remaining

m-1 items should be estimated. Since T (X, Y ) = T (Y, X),
(m − 1) × (m − 2)/2 number of T (X, Y ) similarity values

are estimated. For each item j, m-1 similarity weights are

sorted decreasingly, and the first N items are chosen as

neighbors. Thus, neighborhoods for all items from 1 to m
are formed. Since all of these computations are conducted

off-line, they are not critical for online efficiency. When

an a asks prediction for an item (q), rather than using

entire items’ ratings, only those N items’ rates are used

for recommendation generation. The quantity of data used

in recommendation processes decreases; thus, online per-

formance enhances. Moreover, accuracy is affected. Since

T (X,Y ) values are estimated from perturbed data and D′ is

usually a sparse data set, it might not be possible to improve

the quality of the referrals, they might even get worse. To

prevent accuracy getting worse or even make it better, we

propose to use the second preprocessing method.

Increasing Density: One of the challenges that CF

schemes with privacy face is data sparsity. Given an en-

tire set of items, customers usually rate limited number

of products leading to very sparse data sets. To find a

meaningful correlation between two users or items, there

should be enough commonly rated items. For a similarity

weight between i and j, sufficient number of users should

rate both i and j. Although several measures work when

there are at least two commonly rated objects, obtaining

dependable and true correlations is only possible when there

are enough commonly rated items. To enhance reliability and

accuracy of similarity weights, we propose to apply another

preprocessing method to sparse masked data matrix, D′.
We hypothesize that we might be able to enhance precise-

ness if we decrease sparsity by filling some of the randomly

chosen unrated cells. Those ratings used to fill empty cells

should be generated in such a way so that accuracy improves.

There are two ways to find them. One is estimating non-

personalized ratings or calculate personalized votes from

perturbed data off-line. User, item, or overall mean votes are

considered non-personalized ratings. Although it is trivial to

estimate such default ratings from D, or even from D′, they

might not represent users’ true preferences. Thus, accuracy

might become worse. Personalized ratings are more likely to

represent customers’ proper preferences. We propose to use

personalized votes estimated from D′ off-line using PPNBC

proposed by [5] to fill some of the blank cells. Since they are

estimated off-line, online performance will not be affected.

However, online performance is expected to become worse

with increasing number of inserted ratings because number

of votes engaging in CF process increases. Performance

gains by applying the first preprocessing method should

not be compromised by applying the second one. Thus,

we should determine what percent of the empty cells to

be filled cautiously so that accuracy becomes stable or

even gets better while online performance still enhances.

The optimum value can be determined experimentally. The

proposed scheme is described, as follows:

1) The server first determines a value pa, referred to

as performance and accuracy parameter. Such value,

which happens to give the optimum results for the data

holder, can be determined experimentally. The value

of pa should be associated with the density of D′.
2) The data holder then uniformly randomly chooses R

over the range (0, pa]. It then uniformly randomly

selects R percent of the unrated items’ cells (V ).

3) After that, it estimates V number of personalized

predictions for those chosen unrated items’ cells using

PPNBC scheme, as explained in [5].

4) It finally fills such cells with corresponding personal-

ized ratings.

Analysis of the Preprocessing Schemes: All prepro-

cessing steps are performed on D′; therefore, they do not

affect privacy. However, they definitely have effects on

accuracy and online performance. To scrutinize how they

influence accuracy, we carry out various experiments based

on well-known real data sets collected for CF purposes. In

terms of performance, we consider online communication

costs (number of communications and amount of data to

be transferred), supplementary storage costs, and finally

and the most importantly, online computation costs. Due to

preprocessing methods, supplementary storage costs are in

the order of O(m × N) because for each item, the best

N similar items are stored in a database. The proposed

schemes do not change communication costs in terms of

number of communications and amount of data to be trans-

mitted. However, as expected, they significantly affect online

computation times. This phenomenon is expected because

instead of using m-1 items’ ratings, only ratings of N of

them are used during online computations. Remember that

N is a constant and N < m. Furthermore, density of D′

increases due to filled cells. Since only the best items’

ratings are utilized in recommendation process, online time

improves by in the order of O(N/m). Compared to the gains

due to neighborhood selection, performance overheads due

to filled cells are negligible.

V. EXPERIMENTS

We performed experiments using MovieLens Pub-

lic (MLP) data set to better show the performance of the pro-

posed schemes. GroupLens at the University of Minnesota

collected MLP (www.cs.umn.edu/research/Grouplens). The

data set includes ratings of 943 users about 1,682 movies.

The votes are discrete and range from 1 to 5. It is a very

sparse set because its density is about 2.1%. We applied

two different metrics for accuracy evaluation: Classification

accuracy (CA) and F-Measure (F1) [8]. We converted nu-

merical ratings into two labels. We labeled items as 1 if
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numerical ratings were bigger than 3, or 0 otherwise [8]. We

uniformly randomly chose 243 test users. Number of train

users utilized in experiments are determined based on the

experiments settings. For each active user, we withheld five

rated items’ ratings, replaced their entries with null, tried to

find predictions for them, and compared the results with true

ratings. We ran trials using MATLAB 7.6.0 on a computer,

which is Intel Core2Duo, 2.2 GHz with 2 GB RAM.
We first performed experiments to verify the effects of

varying N values on accuracy and efficiency; and deter-

mined the optimum value of N . We uniformly randomly

selected 250 users for training. We utilized randomly chosen

243 test users. For each test user, we generated five referrals

for five rated items. We varied N from 10 to 1,682. Note that

the results for N being 1,682 represent the outcomes without

preprocessing. Since the results for values of N bigger than

250 are not promising in terms of accuracy and especially

online performance, we displayed the outcomes up to N
being 250. We demonstrated CA and F1 values in Fig. 1.

As seen from Fig. 1, optimum value of N is 20. When m
is 1,682 or without preprocessing, F1 and CA values are

61.04 and 59.34, respectively. With preprocessing, they are

72.95 and 59.42, respectively. In other words, preprocessing

significantly improves F1 while CA slightly enhances. Thus,

utilizing the best items’ ratings improves accuracy.
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Figure 1. Quality of Recommendations with Varying N Values

We then performed trials to assess the effects of N on

online performance. We generated 1,215 predictions using

MLP. We estimated online time (T ) in seconds required to

offer such numbers of referrals. We fixed n at 250. After

determining T values with varying N values, we displayed

them in Fig. 2 As seen from Fig. 2, gains on efficiency due

to preprocessing are significant. We displayed the results

up to 250 items. When m is 1,682, T is 5,135 seconds.

T values increase with increasing N values. They finally

reach their peaks when N = m. For optimum N value,

T decreases from 5,135 seconds to 104 seconds. Due to

preprocessing, online performance enhances by 49.37 times.

Thus, preprocessing considerably advances efficiency.
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Figure 2. Online Performance with Varying N Values

Table I
F1 WITH VARYING n VALUES

Dataset n F1-np F1-p

MLP

125 60.57 70.54
250 61.04 72.95
500 61.57 73.23
700 60.37 73.52

We conducted trials to show how accuracy and efficiency

change with varying n values. We fixed N at its optimum

value. We varied n from 125 to 700. To clearly show the

effects of the first preprocessing, we also generated referrals

without any preprocessing. Since CA and F1 values show

similar trends, we demonstrated F1 values only in Table I.

Note that F1-p and F1-np represent F1 with preprocessing

and without preprocessing, respectively. Similarly, we esti-

mated T values with or without preprocessing, and displayed

them in Table II. Again, note that T -p and T -np represent T
with preprocessing and without preprocessing, respectively.

F1 values notable get better with preprocessing for all n
values. F1 enhances by about 11%. As seen from Table I,

the relation between accuracy of pure and preprocessed sets

do not change as n varies. This shows the applicability and

consistency of the preprocessing scheme. T increases with

increasing n values for both cases because more users’ data

are involved in CF process. When we compare T values for

both cases, it can be concluded that performance gains are

significant due to preprocessing. Due to preprocessing, for

all n values, T improves by about 49 times.

Table II
T WITH VARYING n VALUES

Dataset n T -np T -p

MLP

125 2,539 53.62
250 5,135 104.43
500 10,246 206.06
700 14,369 287.43

To show the effects of the second preprocessing, we ran

trials while varying pa from 0 to 12. We associated pa with

the density of MLP. The density (d) of the train set is about
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3%. Therefore, we varied pa from d to 4d. We fixed N its

optimum value, where we set n at 250. We similarly filled

some of a’s empty cells. After calculating F1 and CA values,

we displayed CA values only in Fig. 3. As shown in Fig. 3,

increasing pa from 0 to 3 significantly improves CA. For

values of pa larger than 3, CA enhances slightly. When pa

is 3, CA increases from 59.42 to 62.05. Thus, when we apply

both preprocessing methods, CA values even get better.
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Figure 3. Quality of Recommendations with Varying pa Values

We hypothesize that increasing density might make effi-

ciency worse because number of ratings involving in the rec-

ommendation process increases. To verify this hypothesize

and show the effects of the second preprocessing method on

efficiency, we estimated T values for 1,215 predictions for

different pa values. We displayed the outcomes in Table III.

As seen from Table III, due to our second preprocessing

scheme, T faintly becomes worse. When pa is 3, T gets

worse only about 1 second. However, this is for offering

1,215 predictions. Considering one recommendation, perfor-

mance losses are negligible due to filled cells. Even if we set

pa at 12, T increases less than 3 seconds for 1,215 referrals

only. Thus, our proposed preprocessing schemes together

considerably enhance efficiency, even accuracy.

Table III
ONLINE PERFORMANCE WITH VARYING pa VALUES

pa 0 3 6 9 12
T 104.435 105.122 105.839 106.458 107.096

VI. CONCLUSIONS AND FUTURE WORK

We have presented two preprocessing methods to enhance

efficiency and even accuracy of PPNBC scheme. Our first

proposed method selects the best similar products to each

item so that those items providing the most useful infor-

mation join in recommendation process. Since the best N
items’ data are used, efficiency definitely improves, even

accuracy becomes better. To increase density so that simi-

larity weights become more reliable and truthful, we used the

second preprocessing scheme. We filled some of the empty

cells with personalized ratings. This scheme helps CF sys-

tems provide more truthful predictions, and makes efficiency

slightly worse. We are planning to try other binary similarity

measures like Dice, Yule, Jaccard, and so on to determine

neighbors. It is also important to choose those cells to be

filled in such a way so that accuracy significantly enhances.

We are also planning to apply other preprocessing schemes

to masked data in order to improve overall performance.

In addition to PPNBC scheme, similar privacy-preserving

CF systems might suffer with the same problems. There

remains work to be done in order to enhance their overall

performances by preprocessing.
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