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Abstract In this paper, we describe a framework for modelling the trustworthiness of
sellers in the context of an electronic marketplace where multiple selling agents may offer
the same good with different qualities and selling agents may alter the quality of their goods.
We consider that there may be dishonest sellers in the market (for example, agents who
offer goods with high quality and later offer the same goods with very low quality). In our
approach, buying agents use a combination of reinforcement learning and trust modelling
to enhance their knowledge about selling agents and hence their opportunities to purchase
high value goods in the marketplace. This paper focuses on presenting the theoretical results
demonstrating how the modelling of trust can protect buying agents from dishonest selling
agents. The results show that our proposed buying agents will not be harmed infinitely by
dishonest selling agents and therefore will not incur infinite loss, if they are cautious in setting
their penalty factor. We also discuss the value of our particular model for trust, in contrast
with related work and conclude with directions for future research.

Keywords Adaptive and learning agents · Trust modelling · Multi-agent scenarios ·
Electronic commerce applications

1 Introduction

In electronic marketplaces, modelling the trustworthiness of selling agents is a mechanism
for determining whether to approach these agents in future interactions. In a realistic elec-
tronic marketplace where selling agents are able to alter both the price and quality of their
goods over time and where buying agents can only evaluate the quality of a good after pur-
chase, dishonest selling agents may exist. It is therefore critical for buying agents to develop
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66 T. Tran

strategies to effectively model the behaviour the selling agents in the marketplace, in order
to mitigate the possible harm inflicted by any dishonest sellers.

In our view, product quality should be a multi-faceted concept. That is, a buyer may judge
the quality of a product it purchases based on a combination of various factors that are deemed
important to the buyer. For a physical product, these factors are likely the product charac-
teristics, whether the product condition is as advertised, whether it is delivered on time, the
level of its after-sale technical supports and customer services, etc. For an information good,
these factors are perhaps the server-supported download rate, whether or not the information
is free of error, the presentation of information (e.g., plain text or text combined with graph-
ics, etc.), the relevance, the timeliness, and the completeness of information,1 etc. Thus, an
MP3 player that is shipped on time to the buyer and is accompanied by excellent technical
supports should be considered as having better quality than one that is delivered late and
has poor technical supports. Similarly, a file that can be downloaded quickly and contains
relevant information should have higher quality than one whose content is only partially
relevant and whose server does not support high speed internet access. As noted later in Sect.
3.4, although product quality is viewed as a multi-faceted concept, it can be represented by
a single numerical value. This can be achieved by computing product quality as a weighted
sum of the quality factors.

This paper presents a framework for modelling electronic marketplaces and for directing
the processing of buying agents in those marketplaces. In particular, instead of simply pre-
senting a strategy for modelling the trustworthiness of selling agents, we focus on presenting
the theoretical results that show that this strategy will prevent infinite harm from dishonest
sellers. An agent that can provide this kind of “protection” will indeed be providing satis-
faction for its user.2 The model that we present is one where if a buyer is careful in setting
the penalty factor that it applies to adjust the trust ratings of sellers in the marketplace, then
the maximum loss that buyer can incur from non-cooperative transactions from sellers is
in fact bounded above by a constant term. This therefore ensures that infinite loss cannot
occur. Without an effective mechanism for detecting and avoiding dishonest sellers, a buyer
may repeatedly purchase undesirable goods from the same dishonest seller and constantly
increase its total loss. Our framework is designed to avoid this situation.

Note that our proposed approach to modelling the trustworthiness of sellers is one where
each buying agent determines how trustworthy a selling agent is, based on its own past expe-
riences with that agent. We do not rely on ratings provided by other buyers in the marketplace.
As such, when we refer to the trustworthiness of a seller, we mean the impression formed of
that seller in the past, by that same buyer.

1.1 Direct experience as valuable

Modeling the trustworthiness of selling agents on the basis of direct experience has been
acknowledged by several researchers as an important component of a comprehensive trust
modeling system. Fullam and Barber [10] has recently conducted research into how best to
use a balance of experience and reputation in the judgment of selling agents’ trustworthi-
ness. This work makes clear that it is sometimes beneficial to rely more on experience, thus
necessitating an effective method for modeling trustworthiness of agents on this basis alone.

1 Relevance of information means the extent to which the information is appropriate and helpful; timeliness
indicates the extent to which the information is sufficiently up-to-date; and completeness refers to the extent
to which the information is not partially missing and is of sufficient breadth and depth for the user’s purpose.
2 The human user (or owner) of a buying agent should receive greater satisfaction if the agent is protected
from the dishonest selling agents in the market.
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Protecting buying agents in e-marketplaces 67

Huynh, Jennings, and Shadbolt [11] proposed FIRE, a framework for trust that incorpo-
rates direct trust as well as role-based trust and reputation. Here, the direct trust model of
Sabater [23] is proposed as the method for capturing this element of the overall calculation,
with some adjustment to consider more carefully the decay of trust values over time. As
discussed later in Sect. 5, the model we present in this paper has some advantages over that
of Sabater. In this respect, it may provide a stronger basis for the direct trust evaluation, for
systems such as FIRE.

In addition, some researchers have argued for the value of an agent learning without
sharing information (e.g., [24]), as way to guard against processing incorrect or deceptive
information provided by others. In our market model, buyers learn to select sellers based on
their own experiences and do not communicate with other buyers in the market. In this way,
buyers can act independently and anonymously without being affected by communication
delays (due to other buyers being busy), the failure of some key buyer (whose buying policy
influences other buyers), or the reliability of the information received from other buyers.

1.2 An overview of our approach for using direct experience

Our model for evaluating the trustworthiness of sellers has some elements that are especially
valuable. The modelling of trustworthiness first of all allows buying agents to optimize their
expected product values by selecting appropriate sellers to do business with among the set
of trustworthy sellers and avoiding the untrustworthy ones. This strategy should increase
the buyer’s chances of purchasing high quality goods and reduce the risk of receiving low
value ones, and therefore bring better satisfaction to the buyer. This is in contrast to other
approaches for the design of intelligent agents in electronic marketplaces (e.g., [5,30]), that
do not attempt to explicitly model the trustworthiness of sellers, to drive the buying deci-
sions. In our model, a buyer decides which seller to interact with by narrowing the search to
a list of sellers deemed to be trustworthy; sellers who are not trustworthy are either in the
untrustworthy set (and are therefore excluded from consideration), or may be consulted in
an exploration phase, if they are neither trustworthy nor untrustworthy. There is therefore
significant benefit to including the three distinct sets of trustability for sellers. With our exam-
ination of protection from infinite harm, we have shown that trust can in fact be modelled in
such a way that it ultimately provides very useful information for buyers.

Along with our modelling of trust, our approach provides a mechanism for new trustwor-
thy sellers to enter the marketplace. In fact, since sellers may be learning to improve their
profits, some non-trustworthy sellers may have reasonably adjusted their prices and greatly
improved the quality of their goods, and thus should be reconsidered as trustworthy sellers.
Our proposed buying algorithm accounts for these possibilities by letting a buyer b explore
the marketplace with probability ρ to discover new trustworthy sellers.

A proposed buyer, in its exploitation time, will choose a seller from the set of trustworthy
sellers. Since this trustworthy set is usually quite smaller (in terms of cardinality) than the
set of all sellers in the market, the proposed buying algorithm should reduce computational
time, and accordingly result in improved time-performance for the buyer (compared to the
case where the buyer has to consider all possible sellers in the market). This is especially
important in those application domains where the buyer is required to calculate a suitable
seller within a constrained time frame.

This paper provides a theoretical exploration of desirable values for λ, the penalty factor
for non-cooperative agents. As such, we demonstrate how penalty factors can be effectively
incorporated into the modelling of trust. In addition, we show how trust modelling can be
effective in environments where some users are actually attempting to cheat the buyers.
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One of the most important issues for any model of trust is how to adjust it. A good adjust-
ing (or updating) scheme should base its updating conditions on appropriate factors in order
to achieve reasonable modelling of trust; yet the updating scheme should not be too com-
plicated to implement. The proposed trust mechanism uses a feasible updating scheme3 the
operation of which is based on the comparison of the true value of the good purchased by a
buyer and the product value demanded by that buyer. These updating conditions depend on
three factors, namely (i) the price of the good, (ii) the quality of the good, and (iii) the rela-
tive importance between price and quality as viewed by the buyer. Since these are the most
significant factors for the buyer to determine the value of the good purchased, we believe that
our updating scheme is appropriate for market settings and therefore provides reasonably
accurate modelling of sellers’ trustworthiness.

The remaining of this paper is organized as follows: Sect. 2 provides background informa-
tion on reinforcement learning which is incorporated as a learning element into our approach.
Section 3 describes our proposed algorithms for buying and selling agents, respectively.
Section 4, the focus of our paper, presents the theoretical results which show that our pro-
posed model can protect buying agents from infinite harm caused by dishonest selling agents.
Section 5 discusses the value of our model in the context of related work. Section 6 suggests
possible directions for future research, and Sect. 7 concludes the paper.

2 Reinforcement learning

As detailed below in Sect. 3, our proposed approach integrates reinforcement learning into
trust modelling.4 Therefore, this section is devoted to provide readers with sufficient back-
ground information on reinforcement learning. We first introduce the reinforcement learning
problem followed by a number of illustrating examples to clarify some technical terms. We
then present the formal definitions and notations used in the description of the reinforcement
learning methods. Finally, we briefly discuss different well-known reinforcement learning
methods, including a detailed description of the one which we integrate into our trust model
(and which we compared our proposed approach to, as mentioned in the foot note above).
Our main references for this section are [22,26].

2.1 The reinforcement learning problem

The reinforcement learning problem is the problem of learning from interaction to achieve
a goal. In this problem, an agent observes a current state s of the environment, performs an
action a on the environment, and receives a feedback r from the environment. This feedback
is also called reward, or reinforcement. The goal of the agent is to maximize the cumulative
reward it receives in the long run.

More specifically, the agent and its environment interact at each of a sequence of discrete
time steps, t = 1, 2, 3, . . .. At each time step t , the agent receives some representation of
the environmental state st ∈ S, where S is the set of possible states. On that basis, the agent
selects and performs an action at ∈ A, where A is the set of possible actions. One time step

3 See Eqs. (12) and (13) in Sect. 3.
4 We have demonstrated, in [28], the value of this integration approach in comparison to the approach that
relies on reinforcement learning alone, without modelling trust. Different from [28], the main focus of this
paper is to present the theoretical results that show that our approach can protect buying agents from being
harmed infinitely by dishonest sellers.
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later, as the consequence of its action, the agent receives a numerical reward rt+1 ∈ R, and
finds itself in a new state st+1. Figure 1 illustrates the agent–environment interaction.

At each time step, the agent implements a policy π , which is a mapping from the current
state into the desirable action to be performed in that state (i.e., π : S �→ A). Solving a
reinforcement learning problem means finding a policy that maximizes the reward that the
agent receives over the long run. Such a policy is called the optimal policy.

2.2 Examples

This section clarifies the terms environmental state, actions and rewards used in the reinforce-
ment learning problem description above by presenting a number of illustrating examples.

2.2.1 Game playing

A reinforcement learning agent can be used to help a chess player to improve his play. At
each time step, the environmental state can be the current configuration of all the pieces on
the chessboard. The actions are all the possible moves. The rewards may be zero for most of
the time and +1 when the player wins. Alternatively, we may give a reward of −1 for every
time step until the game ends. This will encourage the agent to win as quickly as possible.

2.2.2 Bio-reactor

Consider a bio-reactor which is essentially a large vat of nutrients and bacteria used to produce
a useful chemical. The rate at which the useful chemical is produced depends on moment-
by-moment temperatures and stirring rates for the bio-reactor. Reinforcement learning can be
applied to determine the optimal temperature and stirring rate at each time step. The states in
this case are likely to be sensor readings of thermocouple plus symbolic inputs representing
the ingredients in the vat and the target chemical. The actions may be target temperatures
and target stirring rates that are passed to low-level control systems that, in turn, activate
heating elements and motors to obtain the targets. The rewards may be moment-by-moment
measures of the rate at which the useful chemical is produced. We notice that in this example
each state is a vector (or list) of sensor readings and symbolic inputs, and each action is also
a vector composed of target temperature and stirring rate. It is typical for a reinforcement
learning problem to have states and actions represented as vectors. Rewards, however, should
always be single numerical values.
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Fig. 2 The inverted pendulum (also known as the pole balancing) problem

2.2.3 Recycling robot

Consider a mobile robot whose job is to collect empty pop cans in an office environment. The
robot has sensors to detect cans, an arm with gripper to pick up a can to place it in an onboard
bin, as well as a navigation system to help it move around. It operates on a rechargeable
battery. A reinforcement learning agent can be used to make high-level decisions on how
to search for cans. Basically, the agent has to decide which of the following three actions
the robot should perform: (i) actively searching for a can for a certain period of time, (ii)
remaining stationary to wait for someone to bring it a can, or (iii) heading back to his home
base to recharge its battery. At each time step, the environmental state should be the state of
the battery. The rewards can be zero most of the time,+1 when the robot is able to collect an
empty can, and −1 if the battery goes all the way down. In this example, the reinforcement
learning agent is not the entire robot, and the environmental states describe conditions within
the robot, not the external environment. Reinforcement learning is used for the robot to make
decisions on which action to take at each state, in order to maximize the cumulative reward
the robot receives over the long run.

2.2.4 Inverted pendulum

The setup for a famous reinforcement learning problem known as inverted pendulum or pole
balancing is shown in Fig. 2.

The goal of the inverted pendulum problem is to apply forces on a cart moving along a
track so that the pole hinged from the cart will not fall over. A failure is said to occur if the
pole falls past a given angle from vertical, or if the cart reaches an end of the track. The pole
is reset to vertical after each failure. For this problem, a state may consist of the distance x
and the angle θ , which are continuous variables. The actions are clearly jerk left or jerk right,
which are discrete. The rewards could be +1 for a time step during which a failure did not
occur. Alternatively, we could choose the rewards to be −1 for each failure and zero at all
other times.
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2.3 Definitions and notations

This subsection presents some necessary definitions and notations, which will be used in the
description of the reinforcement learning methods in Sect. 2.4.

Let rt+1, rt+2, rt+3, . . ., be the sequence of rewards received after time step t . We define
the return, Rt , to be

Rt = rt+1 + rt+2 + rt+3 + · · · + rT , (1)

where T is the final time step. This definition makes sense in applications in which there is
a natural notion of the final time step, i.e., when the agent–environment interaction breaks
naturally into subsequences called episodes. In cases where the agent–environment interac-
tion does not break into episodes but goes on continually without limit, we define the return
Rt to be

Rt = rt+1 + γ rt+2 + γ 2rt+3 + · · · =
∞∑

k=0

(γ krt+k+1), (2)

where γ is called the discount rate (0 ≤ γ ≤ 1). The discount rate γ determines the present
value of future rewards. That is, a reward received k time steps in the future is worth only
γ k−1 times what it would be worth if it were received immediately.

The goal of the agent in the reinforcement learning problem is to maximize the expected
return, denoted by E{Rt }.

We define the value of a state s under policy π , denoted by V π (s), to be the expected
return when starting in s and following π thereafter,

V π (s) = Eπ {Rt |st = s}. (3)

The function V π is called the state value function under policy π .
Similarly, we define the value of taking action a in state s under policy π , denoted by

Qπ (s, a), to be the expected return starting from s, taking action a, and thereafter following
policy π ,

Qπ (s, a) = Eπ {Rt |st = s, at = a}. (4)

The function Qπ is called the state-action value function under policy π .
Let Pa

ss′ denote the probability that the environment changes to a new state s′ when the
agent executes action a in state s. Pa

ss′ is called the transition probability. Let Ra
ss′ denote the

expected value of the next reward received when the agent executes action a in state s and
the environment changes to the next state s′. Ra

ss′ is called the expected immediate reward.
The quantities Pa

ss′ and Ra
ss′ are used to specify the most important aspects of the agent’s

environment.

2.4 Reinforcement learning methods

Any method that is suited for solving the reinforcement learning problem described in Sect.
2.1 is considered as a reinforcement learning method. There are three well-known, fundamen-
tal classes of algorithms for solving the reinforcement learning problem, namely dynamic
programming, Monte Carlo, and temporal-difference learning methods. We shall briefly
discuss the dynamic programming and Monte Carlo methods, but shall describe the tempo-
ral-difference method in greater detail since this is the method that we integrate as a learning
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Fig. 3 A TD learning algorithm called Q-learning

element into our trust model (and also the method that we compared our proposed approach
to in [28]).

Dynamic programming (DP) refers to a collection of algorithms that can be used to
discover optimal policies for the reinforcement learning problem. DP algorithms are well
developed mathematically, but require a complete model of the environment, given by a set
of transition probabilities, Pa

ss′ , and a set of expected immediate rewards, Ra
ss′ . In general,

a DP algorithm iteratively computes the state value function V (s) with the maximum one
taken over all actions.5 It then derives the required policy π(s) based on this optimal value
function.

Monte Carlo (MC) method represent the algorithms that solve the reinforcement learning
problem based on averaging sample returns. Unlike DP algorithms, MC algorithms do not
require a complete model of the environment. They only need experience, that is, sample
sequences of states, actions, and rewards from an online or simulated interaction with the
environment. MC algorithm are defined only for episodic tasks, in which the agent–environ-
ment interaction is divided into episodes. It is only upon the completion of an episode that
the value functions, namely V (s) or Q(s, a), and the policies are updated. MC algorithms
are thus incremental in an episode-by-episode sense, and not in a step-by-step sense.

Like MC algorithms, temporal-difference (TD) learning algorithms can learn directly from
experience without a model of the environment. However, unlike MC algorithms, which must
wait until the end of an episode to update the value function (only then is the return Rt known),
TD algorithms only need to wait until the next time step. TD algorithms are thus incremental
in a step-by-step sense.

One of the most widely used TD algorithms is known as the Q-learning algorithm, as
illustrated in Fig. 3. For a state s, the Q-learning algorithm chooses an action a to perform
such that the state-action value Q(s, a) is maximized. If performing action a in state s pro-
duces a reward r and a transition to state s′, then the corresponding state-action value Q(s, a)

is updated accordingly. State s is now replaced by s′ and the process is repeated until reaching
the terminal state.

In our proposed algorithms described in Sect. 3, we make use of a slightly different form
of TD learning as follows: Given a state s, our agent will select an action that maximizes
the state value V (s). While interacting with the environment, the agent attempts to make its

5 From now on we shall simplify the function notations V π (s) and Qπ (s, a) defined in Sect. 2.3 above as
V (s) and Q(s, a), respectively; and shall explicitly mention the policy π when needed.
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Fig. 4 The TD learning
algorithm used in our approach

estimated state value become more and more accurate. To do this, the agent adjusts the value
of the earlier state to be closer to the value of the later state, using an updating rule. Figure 4
illustrates this learning process with the updating rule shown in Eq. (5), where the learning
rate α is initially set to 1 and then reduced over time to a small positive fraction.6

3 The proposed algorithms

This section presents our agent market model and proposes the learning algorithms for buying
agents in electronic marketplaces, based on trust modelling and reinforcement learning. We
also describe the processes followed by the selling agents in the marketplace, to complete the
context. In addition, we discuss the roles of the parameters used in the proposed algorithms,
with some guidelines for calculating or choosing their values.

3.1 The agent market model

We model the agent environment as an open marketplace populated with economic software
agents that we classify as buyers and sellers. These are self-interested agents whose goal is
to maximize their own benefit. Our market environment is rooted in an information delivery
infrastructure such as the Internet, which provides agents with free access to all other agents.
The process of buying and selling goods is realized via a contract-net like mechanism [7,25],
which consists of three elementary phases: (i) A buyer announces its request for a good. (ii)
Sellers submit bids for delivering such goods. (iii) The buyer evaluates the submitted bids
and selects a suitable seller. The buyer then pays the chosen seller and receives the good from
that seller. Thus, the buying and selling process can be viewed as an auction where a seller
is said to be winning the auction if it is able to sell its good to the buyer. Figure 5 illustrates
the three basic phases of this process.

We assume that the quality of a good offered by different sellers may not be the same, a
seller may alter the quality of its goods, and there may be dishonest sellers in the market.
We also assume that a buyer can examine the quality of the good it purchases only after it
receives that good from the selected seller. Each buyer has some way to evaluate the good it
purchases, based on the price and the quality of that good.

6 Decreasing the learning rate α over time helps the learning method to converge [22,26].
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(i) A buyer announces
    its request for a good

(ii) Sellers submit bids
     for delivering such 
     goods

(iii) The buyer selects
      a suitable seller

Fig. 5 Three basic phases of the buying and selling process

3.2 Buying algorithm

Consider the scenario where a buyer b announces its request for some good g. Let G be the
set of goods, P be the set of prices, and S be the set of all sellers in the marketplace. G, P ,
and S are finite sets.

Buyer b models the trustworthiness of all sellers in the market using function rb : S �→
(−1, 1), which is called the trust function of b. Initially, buyer b sets the trust rating rb(s) = 0
for every seller s ∈ S. After each transaction with a seller s, buyer b will update (increase or
decrease) rb(s) depending on whether or not s satisfies b in the transaction. A seller s is con-
sidered trustworthy by buyer b if rb(s) ≥ �, where � is buyer b’s trustworthiness threshold
(0 < � < 1). A seller s is considered untrustworthy by buyer b if rb(s) ≤ θ , where θ is
buyer b’s untrustworthiness threshold (−1 < θ < 0). A seller s with θ < rb(s) < � is
neither trustworthy nor untrustworthy to buyer b. In other words, b does not have enough
information to decide on the trustworthiness of s. Let Sb

t and Sb
ut be the sets of trustworthy

and untrustworthy sellers to buyer b respectively, i.e.,

Sb
t = {s ∈ S | rb(s) ≥ �} ⊆ S, (6)

and

Sb
ut = {s ∈ S | rb(s) ≤ θ} ⊆ S. (7)

Buyer b will focus its business on the trustworthy sellers and stay away from the untrustworthy
ones.

Buyer b estimates the expected value of the goods it purchases using the expected value
function f b : G × P × S �→ R. Hence, the real number f b(g, p, s) represents buyer b’s
expected value of buying good g at price p from seller s.
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Since multiple sellers may offer good g with different qualities and a seller may alter the
quality of its goods, buyer b puts more confidence in the trustworthy sellers. Thus, it chooses
among the trustworthy sellers in Sb

t a seller ŝ that offers good g at price p with maximum
expected value:

ŝ = arg max
s∈Sb

t

f b(g, p, s), (8)

where arg is an operator such that arg f b(g, p, s) returns s.
If no sellers in Sb

t submit bids for delivering g (or if Sb
t = ∅), then buyer b will have to

choose a seller ŝ from the non-trustworthy sellers, provided that ŝ is not an untrustworthy
seller:

ŝ = arg max
s∈(S−(Sb

t ∪Sb
ut ))

f b(g, p, s). (9)

In addition, with a small probability ρ, buyer b chooses to explore (rather than exploit) the
marketplace by randomly selecting a seller ŝ ∈ (S− Sb

ut ). This gives buyer b an opportunity
to discover new trustworthy sellers. Initially, the value of ρ should be set to 1, then decreased
over time to some fixed minimum value determined by b.7

After paying seller ŝ and receiving good g, buyer b can examine the quality q ∈ Q of
good g, where Q is a finite set of real values representing product qualities. It then calculates
the true value of good g using the true product value function vb : G × P × Q �→ R. For
instance, if buyer b considers the quality of good g to be twice more important than its price,
it may set vb(g, p, q) = 2q − p.

The expected value function f b is now incrementally learned in a reinforcement learning
framework:

� = vb(g, p, q)− f b(g, p, ŝ), (10)

f b(g, p, ŝ)← f b(g, p, ŝ)+ α�, (11)

where α is called the learning rate (0 ≤ α ≤ 1). Similar to ρ, the learning rate α should
initially be set to a starting value of 1 and then reduced over time to a fixed minimum value
chosen depending on individual buyers.8

Thus, if � = vb(g, p, q)− f b(g, p, ŝ) ≥ 0 then f b(g, p, ŝ) is updated with the same or
a greater value than before. This means that seller ŝ has a good chance to be chosen by buyer
b again if it continues offering good g at price p in the next auction. Conversely, if � < 0
then f b(g, p, ŝ) is updated with a smaller value than before. This implies that seller ŝ may
not be selected by buyer b in the next auction if it continues selling good g at price p.

In addition to updating the expected value function, the trust rating rb(ŝ) of seller ŝ also
needs to be updated. Let ϑb(g) ∈ R be the product value that buyer b demands for good g.9

In other words, the demanded product value ϑb(g) is buyer b’s threshold for the true product
value vb(g, p, q). We use a trust updating scheme motivated by that proposed in [33] as
follows:

7 The decrease in ρ reflects a decreasing need to explore the marketplace in order to build up the trustworthy
set.
8 Reducing α over time is a standard method that allows reinforcement learning to converge and reflects a
decreasing need to adjust previous f b values, as learning becomes more extensive.
9 Note that it is necessary to tie the adjustment of trust to the buyer’s demanded product value and not simply
rely on its modelling of the expected value of the good, since: a buyer may in fact expect the value of the good
to increase, from the time when that good was previously purchased, but if this value is still below what the
buyer demands, the seller should not be labelled yet as trustworthy, for the buyer.
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If vb(g, p, q) − ϑb(g) ≥ 0, that is, if seller ŝ offers good g with value greater than or
equal to the value demanded by buyer b, then its trust rating rb(ŝ) is increased by

rb(ŝ)←
{

rb(ŝ)+ µ(1− rb(ŝ)) if rb(ŝ) ≥ 0,
rb(ŝ)+ µ(1+ rb(ŝ)) if rb(ŝ) < 0,

(12)

where µ is a positive factor called the cooperation factor10 (µ > 0).
Otherwise, if vb(g, p, q)−ϑb(g) < 0, that is, if seller ŝ sells good g with value less than

that demanded by buyer b, then its trust rating rb(ŝ) is decreased by

rb(ŝ)←
{

rb(ŝ)+ ν(1− rb(ŝ)) if rb(ŝ) ≥ 0,
rb(ŝ)+ ν(1+ rb(ŝ)) if rb(ŝ) < 0,

(13)

where ν is a negative factor called the non-cooperation factor11 (ν < 0).
The set of trustworthy sellers to buyer b now needs to be updated based on the new trust

rating rb(ŝ), as in one of the following two cases:

– If (ŝ ∈ Sb
t ) and (rb(ŝ) < �) then buyer b no longer considers ŝ as a trustworthy seller,

i.e.,

Sb
t ← Sb

t − {ŝ}. (14)

– If (ŝ /∈ Sb
t ) and (rb(ŝ) ≥ �) then buyer b now considers ŝ as a trustworthy seller, i.e.,

Sb
t ← Sb

t ∪ {ŝ}. (15)

Finally, the set of untrustworthy sellers also needs to be updated:

1. If (ŝ /∈ Sb
ut ) and (rb(ŝ) ≤ θ) then buyer b now considers ŝ as an untrustworthy seller,

i.e.,

Sb
ut ← Sb

ut ∪ {ŝ}. (16)

Setting µ and ν

The co-operation and non-cooperation factors, µ and ν, are used to adjust the trust ratings
of sellers once the buyer has examined the quality of the good purchased.

To protect itself from dishonest sellers, buyer b may require |ν| > |µ| to implement
the traditional assumption that trust should be difficult to build up, but easy to tear down.
Moreover, buyer b may vary µ and ν as increasing functions of the true product value vb

to reflect the common idea that a transaction with higher value should be more appreciated
than a lower one (i.e., the trust rating of a seller that offers higher true product value should
be better increased and vice versa).

In particular, we propose the following equations for the calculation of µ and ν. If
vb(g, p, q)− ϑb(g) ≥ 0, we define the cooperation factor µ as

µ =
⎧
⎨

⎩

vb(g, p, q)− ϑb(g)

�vb
if vb(g,p,q)−ϑb(g)

�vb > µmin,

µmin otherwise,
(17)

10 Buyer b will consider seller ŝ as being cooperative if the good ŝ sells to b has value greater than or equal
to that demanded by b.
11 Buyer b will consider seller s as being non-cooperative if the good ŝ sells to b has value less than that
demanded by b.
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where �vb = vb
max − vb

min with vb
max and vb

min being the maximum and minimum value

of the true product value function vb(g, p, q).12 We prevent µ from becoming zero when
vb(g, p, q) = ϑb(g) by using the value µmin.

However, if vb(g, p, q)− ϑb(g) < 0, we define the non-cooperation factor ν as

ν = λ

(
vb(g, p, q)− ϑb(g)

�vb

)
, (18)

where λ is called the penalty factor (λ > 1) to implement the above mentioned idea that
|ν| should be greater than |µ|. If applying Eq. (13) using ν as defined in (18) results in the
updated value rb(ŝ) ≤ −1, that is, seller ŝ is too non-cooperative, then buyer b will place ŝ
in the untrustworthy set Sb

ut by setting rb(ŝ) = θ . Note that the use of an untrustworthy set
and the requirement that the buyer select a non-untrustworthy seller when it does business in
effect allows the buyer to avoid very undesirable sellers, after a loss. Sellers who have only
disappointed the buyer in a modest way can still be selected in the future, but they will have
to compete with other sellers who may be considerably more attractive to the buyer.

Table 1 lists the symbols used in this section, for quick reference.
Note that this model for making buying decisions in electronic marketplaces has been

compared to ones that rely on recursive modelling of other agents and has been shown
to be preferable in terms of user’s satisfaction and computational time [29]. We have also
demonstrated experimentally the value of this model in comparison to one that relies on
reinforcement learning alone, without modelling trust (see [28] for details). For example,
we can demonstrate that buyers using our proposed model can more effectively avoid doing
business with a class of dishonest sellers who try to attract buyers with high quality goods
and then cheat them with really low quality ones. Figure 6 below shows the buying activity in
the marketplace when buyers use reinforcement learning alone (a) compared to the inclusion
of our proposed trust modelling (b).

3.3 Selling algorithm

The sellers in our marketplace produce various versions of each good g, tailored to meet the
needs of different buyers. In each auction, the seller must choose a price p greater than or
equal to cost to sell good g to buyer b such that its expected profit is maximized. Sellers have
the latitude of adjusting both the price and quality of the good being offered, depending on
whether they have been unsuccessful in making sales or even if they have been successful
for a number of auctions and want to attempt to earn a greater profit. We have also developed
algorithms for selling agents in electronic marketplaces that employ reinforcement learning
to maximize their expected profits. Note that our algorithms for buying agents to model the
trustworthiness of sellers in an effort to make effective purchasing decisions do not rely on
any particular algorithms being used by sellers; the adjustments are made on the basis of the
satisfaction assessed, once a purchase has been made.

We include below a summary of the model for sellers’ algorithms, to demonstrate one
systematic way that sellers may in fact be operating within the marketplace, when their
trustworthiness is modelled by the buyers.

Consider the scenario where a seller s ∈ S has to decide on the price to sell some good
g to a buyer b. Let B be the (finite) set of buyers in the marketplace, and let function
hs : G × P × B �→ R estimate the expected profit for seller s. Thus, the real number

12 vbmax and vb
min are derived from the maximum and minimum elements of the finite sets P and Q. See

Sect. 3.4 for more detail.
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Table 1 Symbols used in the
proposed buying algorithm

Symbol Meaning

G Finite set of goods

S Finite set of sellers

B Finite set of buyers

P Finite set of prices

Q Finite set of qualities

rb(s) Trust rating assigned to seller s by buyer b

� Trustworthiness threshold (0 < � < 1)

θ Untrustworthiness threshold (−1 < θ < 0)

Sb
t Set of trustworthy sellers to buyer b

Sb
ut Set of untrustworthy sellers to buyer b

f b(g, p, s) Buyer b’s expected value of buying good g
at price p from seller s

vb(g, p, q) True value of good g to buyer b, with p and
q being the price and quality of g,
respectively

α Learning rate (0 ≤ α ≤ 1)

ρ Exploration probability (0 ≤ ρ ≤ 1)

ϑb(g) Product value demanded by buyer b for
good g

µ Cooperation factor (µ > 0)

ν Non-cooperation factor (ν < 0)

�vb �vb = vb
max − vb

min, where vb
max and vb

min
are the maximum and minimum value of
vb(g, p, q), respectively

λ Penalty factor (λ > 1)

hs(g, p, b) represents the expected profit for seller s if it sells good g at price p to buyer
b. Let cs(g, b) be the cost of seller s to produce good g for buyer b. Note that seller s may
produce various versions of good g, which are tailored to meet the needs of different buyers.
Seller s will choose a price p̂ greater than or equal to cost cs(g, b) to sell good g to buyer b
such that its expected profit is maximized:

p̂ = arg max
p ∈ P

p ≥ cs (g, b)

hs(g, p, b), (19)

where in this case arg is an operator such that arg hs(g, p, b) returns p.
The expected profit function hs is learned incrementally using reinforcement learning:

hs(g, p, b)← hs(g, p, b)+ α(φs(g, p, b)− hs(g, p, b)), (20)

where φs(g, p, b) is the actual profit of seller s if it sells good g at price p to buyer b, and is
defined as follows:

φs(g, p, b) =
{

p − cs(g, b) if seller s wins the auction,
0 otherwise.

(21)

Thus, if seller s does not win the auction then (φs(g, p, b) − hs(g, p, b)) is negative, and
by (20), hs(g, p, b) is updated with a smaller value than before. This means that price p̂
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Fig. 6 Graphs of profit values made by the dishonest sellers from a buyer using reinforcement learning alone
and not modelling sellers’ trustworthiness (a), and from a buyer following the proposed buying algorithm (b)

will probably not be chosen again to sell good g to buyer b in future auctions, but rather
some lower price will. Conversely, if seller s wins the auction then price p̂ will probably be
re-selected in future auctions.

If seller s succeeded in selling good g to buyer b once, but subsequently fails for a number
of auctions, say for m consecutive auctions (where m is seller s specific constant), then it may
not only be because s has set a too high price for good g, but probably also because the quality
of g does not meet buyer b’s expectation. Thus, in addition to lowering the price via Eq. (20),
seller s may optionally add more value (quality) to g by increasing its production cost:13

cs(g, b)← (1+ I nc)cs(g, b), (22)

where I nc is seller s specific constant called the quality increasing factor.

13 This supports the common assumption that it costs more to produce high quality goods.
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In contrast, if seller s is successful in selling good g to buyer b for n consecutive auctions,
it may optionally reduce the quality of good g, and thus try to further increase its future
profit:

cs(g, b)← (1− Dec)cs(g, b), (23)

where Dec is seller s specific constant called the quality decreasing factor.

3.4 Discussion on parameters

In this subsection we discuss the roles of several parameters used in our proposed algorithms
and provide some general guidelines for calculating or choosing their values.

3.4.1 Trustworthiness threshold �

The trustworthiness threshold � (0 < � < 1) is a buyer b’s specific constant, which buyer b
uses to determine whether it should consider a seller s as a trustworthy seller. Consequently,
the stricter (or more conservative) buyer b is, the higher value it would choose for �. In
addition, the less trustworthy the market environment is, the higher the value b should set �

to. As the range of � is (0, 1), a buyer b of moderate strictness acting in a market of medium
trustworthiness should probably choose � to be 0.50.

3.4.2 Untrustworthiness threshold θ

The untrustworthiness threshold θ (−1 < θ < 0) is also a buyer’s subjective and specific
constant. A buyer b uses this constant to determine whether a seller s should be rated as
an untrustworthy seller. How this threshold should be set depends on each individual buyer
and its experience with the specific marketplace in consideration. A more tolerant buyer
interested in exploring its marketplace and participating in a reasonably trustworthy market
would likely choose a low value for θ . In contrast, a more conservative buyer operating in a
less trustworthy marketplace would have the tendency to set a higher value for θ . Note that
buyer b may receive unsatisfactory goods more often if it sets a too low value for θ , since
in this case dishonest sellers may not be placed in the untrustworthy set as they should be.
However, a too high value of θ set by buyer b may result in more and more sellers being
transported into the untrustworthy set, with the extreme case where all sellers in the mar-
ket may be severely treated as untrustworthy sellers. Of course in this case, buyer b would
have to reset its buying algorithm with an adjusted (lower) value for θ and then execute the
algorithm over again. Thus, a buyer should experience its specific market and consider its
own characteristic (e.g., being conservative or exploratory) to adjust the value of θ accord-
ingly, to reach a value that it is happy with. In addition, since the protection mechanism of
the proposed algorithm suggests buyer b not to choose any sellers from the untrustworthy
set, buyer b should set θ sufficiently low to avoid the situation where it may mistakenly or
unfairly place a seller s in the untrustworthy set without having enough evidence of s’s being
non-cooperative. A sufficiently low value of θ also provides those sellers, who are willing
to improve the quality of their products, with an opportunity to make satisfactory offers to
buyer b. Taking these reasons into account, we suggest that the values of θ should be chosen
from the range [−0.9,−0.7].
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3.4.3 True product value function vb

Each buyer b has its own way to evaluate the good it purchases using the true product value
function vb. Basically, vb is a function of the price p that buyer b pays for the good, and also
of the quality q that b examines the good after receiving it from the seller. Buyer b formu-
lates vb based on its opinion of the relative importance of these two factors. For example, if
b considers quality to be more important than price, it may set vb = aq − p with a > 1.

As mentioned in Sect. 1, although the product quality q is represented by a single numer-
ical value, it could be a multi-faceted concept. That is, buyer b may judge the quality of a
product based on a combination of various factors such as physical product characteristics,
whether the product is delivered on time, and whether the product is supported after sale, etc.
As such, buyer b may calculate q as a weighted sum of these factors.

Since p and q are elements in the finite sets of prices and quality values respectively,
there exist the maximum and minimum values of the true product value function vb, i.e.,
vb

max and vb
min. If we continue with the above example, then vb

max = aqmax − pmin and
vb

min = aqmin− pmax. The existence of vb
max and vb

min justifies their use in Eqs. (17) and (18).

3.4.4 Demanded product value ϑb

After a transaction with a seller s, buyer b needs to decide if it should increase (or decrease)
the trust rating of s, based on whether or not the true value vb of the good offered by s meets
buyer b’s demanded product value ϑb. In other words, the demanded product value ϑb serves
as buyer b’s threshold for the true product value vb. Let us give an example of how a buyer b
may calculate ϑb. For a particular good g, buyer b should have in its mind the lowest quality
qb

low that it would like g at least to have, and the highest price pb
high that it would agree to

pay for that quality. Buyer b then can calculate the demanded product value ϑb based on
qb

low and pb
high using the true product value function vb. If we reuse the above example of vb

then buyer b will calculate its demanded product value as follows: ϑb = aqb
low− pb

high. This

choice of ϑb means that in order to satisfy buyer b’s demand, seller s will have to offer good
g with quality greater than qb

low if it intends to sell good g to buyer b at price greater than
pb

high.

3.4.5 Exploration probability ρ

The exploration probability ρ allows buyer b to discover new trustworthy sellers by, at prob-
ability ρ, considering choosing a seller from the set of non-untrustworthy sellers (rather than
the smaller set of trustworthy sellers). That is, in addition to the trustworthy sellers, buyer
b will also consider the sellers that are neither trustworthy nor untrustworthy. Since these
are the sellers whose trustworthiness buyer b has not yet had enough information to decide
on, some of them may have the potential of becoming trustworthy sellers. Certainly, buyer
b needs to explore at probability ρ = 1 at the beginning, because at this point b does not
have trustworthiness information of any seller in the market and its set of trustworthy sellers
is still empty. However, as b is able to build up some members for its trustworthy set after a
number of transactions, it should exploit the market more and explore it less. That means that
b should gradually decrease ρ over time down to some fixed, minimum value ρmin. Of course,
there is a trade off in choosing a value for ρmin. The higher ρmin, the more opportunities to
explore but the fewer chances to exploit. In marketplaces where new sellers often enter the
market, ρmin may be set to as high a value as 0.3 (i.e., buyer b will explore the market 30%
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of the time). Nevertheless, in marketplaces where new sellers rarely join the market, ρmin

should be set to low value (e.g., from 0.05 to 0.10).

3.4.6 Learning rate α

As suggested by its name, the learning rate α influences the rate buyer b learns its expected
value function f b, and the rate seller s learns its expected profit function hs . Let us just
look at the case of buyer b since the case of seller s is similar. Initially, buyer b just stores
some initialized, incorrect values of f b in its internal database. Thus, it needs to quickly
update those initialized values with the actual ones by setting α = 1 at the beginning. Over
time, as b has roughly learned what the values of f b should be, only small fractions of the
current values of f b need to be used for adjusting the previous values. That is, α should be
reduced over time. In fact, reducing α over time will help the reinforcement learning method
to converge [22,26].

4 Theoretical results

In our proposed buying algorithm, reinforcement learning and trust modelling are integrated
and used as two layers of learning to enhance buyers’ performance. To properly study the
protection capability of this mechanism, we need to address the question of whether or not
the proposed algorithm can protect a buyer from being harmed infinitely by a dishonest seller,
i.e., whether or not it can protect a buyer from purchasing low value goods repeatedly many
times from a dishonest seller. In other words, we would like to investigate the worst case
scenario of a proposed buyer caused by a dishonest seller.

We will present, in this section, the theoretical results to show that a buyer designed
according to our proposed model can indeed avoid infinite harm from a dishonest seller. We
will proceed as follows:

– First, to lay the necessary ground of terminology, we will define the concepts of gain and
loss of a buyer b in a transaction with a seller s by evaluating if the true value of the good
that buyer b purchases from s is greater than the product value that buyer b demands for
the good. We will also define the concept of being better off of a buyer b after a series
of transactions with a seller s by comparing whether the total gain of buyer b in these
transactions is greater than its total loss.

– Then, we will consider a situation where a seller s, who has behaved non-cooperatively in
its previous transaction with a buyer b resulting in a decrease in its trust rating, now tries
to be cooperative in order to increase its trust rating back to the previous value. We will
prove (in Proposition 1) that the gain of buyer b in the subsequent transaction is greater
than its loss in the previous transaction (i.e., b is better off after these two transactions)
if b properly sets its penalty factor λ.

– After that we will generalize the result of Proposition 1 in Corollary 1, which shows
how to set the penalty factor λ such that Proposition 1 holds regardless of how badly
seller s might have behaved non-cooperatively in its previous transaction, according to
the situation mentioned above.

– Finally, using the result of Corollary 1 we will prove (in Proposition 2) that the maximum
loss (or harm) that a dishonest seller s can ever cause to a buyer b, who follows our pro-
posed buying algorithm and sets its penalty factor λ according to Corollary 1, is bounded
above by a constant term. In addition, we will provide an example to demonstrate that this
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constant is relatively small and acceptable in practice. This final result guarantees that
a buyer following our proposed algorithm will not be harmed infinitely by a dishonest
seller, and therefore will not incur infinite loss.

For coherency, we will make use of in this section the notations that are introduced in
Sect. 3 to describe our proposed trust mechanism.

Definition 4.1 A buyer b is said to gain in a transaction with a seller s if it purchases from

s some good g with value vb greater than or equal to its demanded product value ϑb.

The difference (vb − ϑb) is called the gain of b in the transaction.14 In this case, seller s is
said to be cooperative with buyer b, value vb is called seller s’s cooperative value, and the
transaction is called the cooperative transaction.

Definition 4.2 A buyer b is said to lose in a transaction with a seller s if it purchases from s
some good g with value vb less than its demanded product value ϑb.

The difference (ϑb − vb) is called the loss of b in the transaction. In this case, seller s is said
to be non-cooperative with buyer b, value vb is called seller s’s non-cooperative value, and
the transaction is called the non-cooperative transaction.

Definition 4.3 A buyer b is said to be better off after a series of transactions with a seller s
if its total gain is greater than its total loss in these transactions.

We now present and prove our first proposition.

Proposition 4.1 Let s be a seller who is cooperative with a buyer b in order to get back to
its previous trust rating after a non-cooperative transaction. Buyer b will be better off if it
sets

λ >
1

1− (
ϑb−vb

0
�vb )

, (24)

where, as described in Sect. 3.2, λ is the penalty factor, ϑb is buyer b’s demanded product
value, vb

0 is seller s’s non-cooperative value, and �vb = vb
max − vb

min with vmax and vmin

being the maximum and minimum product values, respectively.

Proof Consider the scenario where a proposed buyer b purchases from a seller s some good
g with value vb

0 less than b’s demanded product value ϑb. Let a = ϑb − vb
0 (a > 0) be the

loss of b in this non-cooperative transaction with s.
According to the proposed trust mechanism, b will decrease the trust rating of s using

Eq. (13). Let rb
0 (s) and rb

1 (s) be the trust ratings of s before and after the transaction, respec-
tively.

We will show that when s is cooperative in the next transaction by offering good g with
value vb

1 ≥ ϑb to get back to its previous trust rating rb
0 (s), the gain (vb

1 − ϑb) of b in this
transaction will be greater than its loss a in the previous transaction if b sets λ as in (24).
Case 1: r0 ≥ 0

We first consider the case where rb
0 (s) ≥ 0. By Eqs. (13) and (18) we have

rb
1 (s) = rb

0 (s)+ ν(1− rb
0 (s))

(25)
= rb

0 (s)− λa

�vb
(1− rb

0 (s)).

14 No loss is also considered as a gain.
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Fig. 7 The case of r1 ≥ 0
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Fig. 8 The case of r1 < 0
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To make our notations simpler without loss of generality, from now on we will drop the
superscript b and variable s in the notations.
Case 1.1: r1 ≥ 0

Let’s consider the case of r1 ≥ 0. The situation is illustrated in Fig. 7.
By offering value v1 > ϑ , the trust rating of s is increased to r2. According to Eqs. (12)

and (17) we have

r2 = r1 + µ(1− r1)

= r1 + v1 − ϑ

�v
(1− r1) (26)

= r0 − λa

�v
(1− r0)+ v1 − ϑ

�v

(
1−

(
r0 − λa

�v
(1− r0)

))
.

In order for s to get back to its previous trustworthiness position r0 we must have r2 = r0,
that is

r0 − λa

�v
(1− r0)+ v1 − ϑ

�v

(
1−

(
r0 − λa

�v
(1− r0)

))
= r0,

v1 − ϑ

�v

(
1−

(
r0 − λa

�v
(1− r0)

))
= λa

�v
(1− r0),

(v1 − ϑ)

(
1−

(
r0 + λa

�v
(1− r0)

))
= λa(1− r0), (27)

v1 − ϑ = λa(1− r0)

(1− r0)+ λa
�v

(1− r0)
,

v1 − ϑ = λa

1+ λa
�v

,

v1 − ϑ > a iff

λa

1+ λa
�v

> a,

λ > 1+ λa

�v
,

(28)
λ− λa

�v
> 1,

λ >
1

1− a
�v

.

Case 1.2: r1 < 0
For the case of r1 < 0, the situation is shown in Fig. 8.
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By Eqs. (12) and (17) we have

r2 = r1 + µ(1+ r1)

= r1 + v1 − ϑ

�v
(1+ r1) (29)

= r0 − λa

�v
(1− r0)+ v1 − ϑ

�v

(
1+

(
r0 − λa

�v
(1− r0)

))
.

Seller s gets back to its previous trustworthiness position r0 iff r2 = r0. That is,

r0 − λa

�v
(1− r0)+ v1 − ϑ

�v

(
1+

(
r0 − λa

�v
(1− r0)

))
= r0,

v1 − ϑ

�v

(
1+

(
r0 − λa

�v
(1− r0)

))
= λa

�v
(1− r0),

(30)

(v1 − ϑ)

(
1+

(
r0 − λa

�v
(1− r0)

))
= λa(1− r0),

v1 − ϑ = λa(1− r0)

1+ r0 − λa
�v

(1− r0)
,

v1 − ϑ > a iff

λa(1− r0)

1+ r0 − λa
�v

(1− r0)
> a,

λa(1− r0) > a

(
1+ r0 − λa

�v
(1− r0)

)
,

λ(1− r0)+ λa

�v
(1− r0) > 1+ r0, (31)

λ+ λa

�v
>

1+ r0

1− r0
,

λ >

1+r0
1−r0

1+ a
�v

.

Since r1 < 0 we have

r0 − λa

�v
(1− r0) < 0,

r0 − λa

�v
+ λa

�v
r0 < 0,

r0

(
1+ λa

�v

)
<

λa

�v
, (32)

r0 <

λa
�v

1+ λa
�v

,

r0 <
λa

�v + λa
.

Using (32) we have

1+r0
1−r0

1+ a
�v

<

1+ λa
�v+λa

1− λa
�v+λa

1+ a
�v

=
�v+2λa

�v

1+ a
�v

= �v + 2λa

�v + a
. (33)

123



86 T. Tran

Fig. 9 The case of r0 < 0
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Thus, (31) holds if

λ >
�v + 2λa

�v + a
,

λ(�v + a)− 2λa > �v,

λ(�v − a) > �v, (34)

λ >
�v

�v − a
,

λ >
1

1− a
�v

.

Combining (28) and (34), for both cases of r1 we have

λ >
1

1− a
�v

. (35)

Case 2: r0 < 0
Let us now consider the case where r0 < 0 (Fig. 9).
As mentioned before, because of seller s’s non-cooperative transaction, buyer b will

decrease the trust rating of s down to r1 (−1 < r1 < 0). By (13) and (18) we have

r1 = r0 + ν(1+ r0)
(36)

= r0 − λa

�v
(1+ r0).

By offering high value v1 > ϑ , the trust rating of s is increased to r2. Using (12) and (17)
we have

r2 = r1 + µ(1+ r1)

= r1 + v1 − ϑ

�v
(1+ r1) (37)

= r0 − λa

�v
(1+ r0)+ v1 − ϑ

�v

(
1+ r0 − λa

�v
(1+ r0)

)
.

In order for s to get back to its previous trustworthiness position r0, we set r2 = r0, that is

r0 − λa

�v
(1+ r0)+ v1 − ϑ

�v

(
1+ r0 − λa

�v
(1+ r0)

)
= r0,

v1 − ϑ

�v

(
1+ r0 − λa

�v
(1+ r0)

)
= λa

�v
(1+ r0),

(38)
v1 − ϑ = λa(1+ r0)

(1+ r0)− λa
�v

(1+ r0)
,

v1 − ϑ = λa

1− λa
�v

,

v1 − ϑ > a iff

λa

1− λa
�v

> a. (39)
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Since r1 ∈ (−1, 0), we have

r0 − λa

�v
(1+ r0) > −1,

λa

�v
(1+ r0) < 1+ r0,

(40)
λa

�v
< 1,

1− λa

�v
> 0.

Using (40), (39) is equivalent to

λa > a

(
1− λa

�v

)
,

λ > 1− λa

�v
,

(41)
λ

(
1+ a

�v

)
> 1,

λ >
1

1+ a
�v

.

Because

1

1− a
�v

>
1

1+ a
�v

(42)

(41) will certainly hold if (35) holds. In other words, for both cases r0 ≥ 0 and r0 < 0,
buyer b will be better off in the transactions with seller s if b sets the penalty factor

λ >
1

1− a
�v

. (43)

The proof is therefore complete. �

Derived from Proposition 4.1, the following corollary shows how to set λ so that

Proposition 4.1 holds regardless of seller s’s non-cooperative values.

Corollary 4.1 Let s be a seller who is cooperative with a buyer b in order to get back to its
previous trust rating after a non-cooperative transaction. For all non-cooperative values v

of seller s, buyer b will be better off if it sets

λ >
1

1− ( ϑ−vmin
�v

)
(44)

where, as described in Sect. 3.2, λ is the penalty factor, ϑ is buyer b’s demanded product
value, and �v = vmax − vmin with vmax and vmin being the maximum and minimum product
values, respectively.

Proof For all non-cooperative values v, we have ϑ − vmin ≥ ϑ − v, and therefore

1

1− ( ϑ−vmin
�v

)
≥ 1

1− ( ϑ−v
�v

)
. (45)

It follows that for all non-cooperative values v, Proposition 4.1 holds if b sets λ as in (44),
and the corollary follows directly. �
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Fig. 10 Buyer b’s loss will be reduced if seller s decides to cooperate even in order to be non-cooperative in
following transactions

In practice, we find that a buyer b is sufficiently satisfied when it sets

λ ≈ 1

1− ( ϑ−vmin
�v

)
. (46)

We now define the concept of a cautious buyer b as one who sets its penalty factor λ as in
(44). We then present and prove our final result in Proposition 4.2.

Definition 4.4 A buyer b is said to be cautious if it sets

λ >
1

1− ( ϑ−vmin
�v

)
, (47)

where, as described in Sect. 3.2, λ is the penalty factor, ϑ is buyer b’s demanded product
value, and �v = vmax− vmin with vmax and vmin being the maximum and minimum product
values, respectively.

Proposition 4.2 The maximum loss of a cautious buyer b is bounded above by

|θ |(vmax − ϑ)

1+ θ
+ (ϑ − vmin) (48)

where, as described in Sect. 3.2, θ is buyer b’s untrustworthiness threshold, ϑ is buyer b’s
demanded product value, and vmax is the maximum product value.

Proof First, we notice that the loss of buyer b will be reduced when a seller s decides to
be cooperative in a transaction, even in order to further behave non-cooperatively in the fol-
lowing transactions. In particular, let r be the current trust rating of s. Suppose somehow
s realizes that its trust rating r is close to b’s untrustworthiness threshold θ and therefore
decides to alternate between cooperative and non-cooperative actions, in order to avoid being
placed in the untrustworthy set. Let r ′ be the trust rating of s resulting from its cooperative
behaviour. The situation is illustrated in Fig. 10.

Let d be the gain of b in that cooperative transaction. Let l be the loss of b when s alter-
natively does not cooperate resulting in its trust rating being moved back to r . Since b is
cautious, by Corollary 4.1, d > l. Hence, the loss so far of b is reduced by (d − l) after these
two transactions with s. It can therefore be inferred that the more s continues to alternate
between cooperative and non-cooperative actions, the more the loss of b will be reduced.

It is now clear that the greatest loss of a buyer b is caused by a seller s who is continuously
non-cooperative until its trust rating is arbitrarily close to the untrustworthiness threshold θ ,
when it performs the final non-cooperative transaction with minimum value vmin, resulting
in buyer b’s loss (ϑ − vmin), the greatest loss that b may incur in a transaction.

Let s be such a seller with initial trust rating r0 = 0. Let v0, v1, . . . , vn−1 be the non-
cooperative values that s continuously offers until its trust rating is arbitrarily close to θ .
Let r1, r2, . . . , rn be the trust ratings of s resulting from the offerings of v0, v1, . . . , vn−1,
respectively. So, rn approaches θ from the right and rn ≈ θ (Fig. 11).
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Fig. 11 Seller s is consecutively
non-cooperative

-1 0 1

r1 r0r2rn

0

Let L be the total loss of be caused by this series of non-cooperative transactions. Then,

L =
n−1∑

i=0

(ϑ − vi ). (49)

By (13) and (18) we have

r1 = 0+ λ

(
v0 − ϑ

�v

)
(1− 0) = −λ

(
ϑ − v0

�v

)
(1+ 0),

r1 < −λ

(
ϑ − v0

�v

)
(1+ θ),

r2 = r1 + λ

(
v1 − ϑ

�v

)
(1+ r1) = r1 − λ

(
ϑ − v1

�v

)
(1+ r1),

r2 < −λ

(
ϑ − v0

�v

)
(1+ θ)− λ

(
ϑ − v1

�v

)
(1+ θ),

r2 < −λ

(
1+ θ

�v

)
[(ϑ − v0)+ (ϑ − v1)],

r3 = r2 + λ

(
v2 − ϑ

�v

)
(1+ r2) = r2 − λ

(
ϑ − v2

�v

)
(1+ r2), (50)

r3 < −λ

(
1+ θ

�v

)
[(ϑ − v0)+ (ϑ − v1)] − λ

(
ϑ − v2

�v

)
(1+ θ),

r3 < −λ

(
1+ θ

�v

)
[(ϑ − v0)+ (ϑ − v1)+ (ϑ − v2)],

...

rn < −λ

(
1+ θ

�v

)
[(ϑ − v0)+ (ϑ − v1)+ (ϑ − v2)+ . . .+ (ϑ − vn−1)],

rn < −λ

(
1+ θ

�v

)
L (using (49)).

Since rn approaches θ from the right and rn ≈ θ , (50) gives

− λ

(
1+ θ

�v

)
L > θ,

λ

(
1+ θ

�v

)
L < −θ = |θ |, (51)

L <
|θ |�v

λ(1+ θ)
.

Since b is a cautious buyer, by Definition 4.4 we have

λ >
1

1− ( ϑ−vmin
�v

)
. (52)
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We notice that

1

1− ( ϑ−vmin
�v

)
= 1

�v−ϑ+vmin
�v

= �v

vmax − vmin − ϑ + vmin
(53)

= �v

vmax − ϑ
.

So, (52) and (53) give us

λ >
�v

vmax − ϑ
. (54)

Thus, (51) becomes

L <
|θ |�v(

�v

vmax − ϑ

)
(1+ θ)

,

L <
|θ |�v(vmax − ϑ)

�v(1+ θ)
, (55)

L <
|θ |(vmax − ϑ)

1+ θ
.

Adding the final loss of (ϑ − vmin), the maximum loss of b is bounded above by

|θ |(vmax − ϑ)

1+ θ
+ (ϑ − vmin). (56)

The proof is therefore complete. �

Thus, letting b be a cautious buyer as defined in Definition 4.4, we have shown that the

worst case scenario of b in dealing with a non-cooperative seller s is where s continuously
performs non-cooperative transactions until its trust rating rb(s) is arbitrarily close to the
untrustworthiness threshold θ , when it performs the final non-cooperative transaction with
minimum value vmin resulting in buyer b’s loss of (ϑ − vmin). The maximum loss of b in this
worst case scenario is, however, bounded above by the constant term shown in (56).

As a side note, the time it takes a non-cooperative seller s to cause the maximum loss to
a buyer b can be computed as the time of one non-cooperative transaction times the num-
ber of non-cooperative transactions. In general, the number of non-cooperative transactions
performed by a seller s depends on the non-cooperative behaviour of that specific seller s.
That is, it depends on the non-cooperative values that seller s decides to offer to buyer b.
Recall that by (13) and (18), the lower the non-cooperative values are, the faster s is placed
in the untrustworthy set, i.e., the fewer the number of non-cooperative transactions are per-
formed. The time of one transaction is composed of communication time and computation
time. The communication time accounts for the time needed for network communication
between the buyer and sellers in the market (e.g., the buyer broadcasting its request to sellers,
the sellers responding with their bids, the buyer contacting its chosen seller, etc.). Clearly,
the communication time depends on the properties of the particular network underlying the
marketplace in consideration. The computation time accounts for the time needed by the
buyer to compute the seller that it chooses to purchase the good from according to its buying
algorithm, and the time required by the seller to compute its offer to the buyer according to
its selling algorithm. For example, the time complexity of our proposed buying algorithm is
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O(|S|), since a buyer b only needs to examine the set of sellers S to compute a suitable seller;
whereas the time complexity of our proposed selling algorithm is O(|P|), where |P| is the
cardinality of the set of prices, since a seller s will search this set for a price that maximizes
its expected profit. In addition, after completing one transaction, seller s may have to wait for
an arbitrary period of time before it is chosen again by buyer b for the next transaction. We
can reasonably consider this waiting time as part of seller s’s one-transaction time. Thus, if
we let n be the number of non-cooperative transactions, Tcommu be the communication time,
Tcompu be the computation time, and Twaiting be the waiting time of seller s between two
transactions, then the time it takes a non-cooperative s to cause the maximum loss to a buyer
b is n × (Tcommu + Tcompu + Twaiting). Note that among these terms, only Tcompu is known
based on the buying and selling algorithms followed by buyer b and seller s respectively,
while other terms depend on specific settings or uncertain factors and are therefore unknown
in general. Consequently, this paper focuses on presenting a more important and significant
result regrading the maximum loss that a buyer may incur and only discusses the time issue
as a side note here.
An example

Let us look at a concrete example to see how large the upper bound given in (56) can be.
Consider a cautious buyer b whose demanded product value is chosen as the midpoint

between the maximum and minimum product values:

ϑ = vmax + vmin

2
. (57)

Suppose that buyer b decides to set the untrustworthiness threshold θ to be−0.8 (θ = −0.8).
As discussed in Sect. 3.4, if b chooses θ to be too low, dishonest sellers may not be placed in
the untrustworthy set as they should be, resulting in b’s frequently purchasing unsatisfactory
value goods. In contrast, if buyer b sets θ to be too high, more sellers may be placed in the
set of untrustworthy sellers, with the extreme case where all sellers in the market may be
treated as untrustworthy sellers. Moreover, due to the fact that b will not re-select untrust-
worthy sellers to do business with (according to the proposed algorithm), θ should be set
sufficiently low in order for b to avoid the situation where it may carelessly place a seller s
in the untrustworthy set without having enough evidence of s’s being non-cooperative. This
setting also gives those sellers who are willing to improve the quality of their products an
opportunity to make good offers to b. Considering these reasons, we suggest that θ should
take values in the range [−0.9,−0.7].

Using Proposition 4.2, the maximum loss that buyer b may incur in dealing with a seller
s is bounded by

| − 0.8|(vmax − ϑ)

1− 0.8
+ (ϑ − vmin) = 4(vmax − ϑ)+ (ϑ − vmin). (58)

Since

vmax − ϑ = vmax − vmax + vmin

2

= vmax − vmin

2
(59)

and

ϑ − vmin = vmax + vmin

2
− vmin

= vmax − vmin

2
(60)

123



92 T. Tran

we have

vmax − ϑ = ϑ − vmin. (61)

Thus, the upper bound in (58) becomes

5(ϑ − vmin), (62)

which is five times the loss that buyer b may incur in one transaction. In other words, the worst
case scenario of buyer b dealing with any seller s is no more than five disappointing trans-
actions and this is for a malicious seller who wants to cheat as many times as possible. Note
that if buyer b is more cautious and set the untrustworthiness threshold θ to be−0.7 (instead
of −0.8 as in this example), then the maximum loss that buyer b may incur when dealing
with a dishonest seller s is bounded above by only 3.3(ϑ − vmin) (instead of 5(ϑ − vmin)).
Thus, a software buying agent following our proposed algorithm will not perform any worse
than what we do in our everyday lives. By common sense and our self-protection nature, we
usually do not return to a store after being disappointed by that store a number of times.

5 Related work

The model presented in this paper is intended to be used to evaluate the trustworthiness of
selling agents, on the basis of direct experience. The value of this particular approach in
providing buying agents with the protection from infinite harm from selling agents has been
demonstrated, through theoretical analysis of the model.

In this section, we discuss, in the context of related work, the value of having buyers make
purchasing decisions based on their own individual models of the sellers in the marketplace,
and highlight the merit of this kind of approach to trust modeling.

5.1 Further comparison with competing models

The specific design of our model also contrasts favourably with other approaches in the
literature.

First of all, we are different from approaches for designing electronic marketplaces via
recursive modelling, without an explicit model of trust, such a that of Vidal and Durfee [30].
In this approach, buyers learn to avoid sellers who have disappointed them in the past, by
modelling other agents. Although they acknowledge the importance of dealing with dishon-
est sellers in the marketplace, there is no explicit strategy to identify these particular sellers.
Moreover, those agents that keep deep recursive models of others suffer from the associated
computational costs of maintaining these models. In addition, in Vidal and Durfee’s work,
the selling agents only alter product prices and not product quality, so the marketplace being
modelled is not as flexible as ours.

Our particular model for trust is also distinct from those developed by other researchers.
In contrast to [9,23], by introducing the trustworthiness and untrustworthiness thresholds (�
and θ ), our trust mechanism allows a buyer to partition the set of all sellers in the market
into three disjoint subsets, namely the trustworthy sellers, the untrustworthy sellers, and the
neither trustworthy nor untrustworthy sellers (i.e., those sellers that the buyer has not yet had
enough information to decide on their trustworthiness). As a result, the buyer can quickly
select a trustworthy seller while avoiding the untrustworthy ones, whenever a purchase deci-
sion needs to be made. Also, it can have easy access to the sellers whose trustworthiness it has
not yet decided on in order to discover new trustworthy sellers. We believe that this design is

123



Protecting buying agents in e-marketplaces 93

especially suitable for electronic marketplaces where the rate of transactions between trading
agents is usually high.

Our trust mechanism is motivated by [33]. As in [33], our updating scheme encourages
sellers to offer high value goods and discourages them from offering low value ones, by
making use of the cooperation and non-cooperation factors (µ and ν), respectively. However,
in contrast with [33], we do not keep these factors fixed, but take one step further to vary them
as increasing functions of the true product value (see Eqs. 17 and 18) in order to implement
the common idea that a transaction with higher value should be more appreciated than a lower
one and vice versa. In other words, the trust rating of a seller who offers higher value goods
should be better increased, and the trust rating of a seller who greatly disappoints should be
more seriously decreased. We also implement the traditional assumption that trust should be
difficult to build up but easy to tear down by introducing the penalty factor λ > 1, by which
we penalize a non-cooperative seller λ times greater than we would award a cooperative
one.

The approach of Bakos and Dellarocas [1] to modelling trust is similar to ours, in that
buying agents may rate sellers based on the quality of the good received after purchase. Still,
there are important differences between Bakos and Dellarocas’ model and ours: (i) Their
buyers’ valuations of goods are based on quality alone whereas our buyers’ evaluations of
goods are based on price, quality, and the relative importance between price and quality
as viewed personally by each buyer. (ii) Their buyers rate sellers using a binary decision.
This does not distinguish between sellers offering very high quality goods and those offering
barely high quality goods. Similarly, sellers offering extremely low quality goods and those
offering just low quality goods receive the same rating. Our buyers, in contrast, calculate the
ratings of sellers using Eqs. (12), (13), (17) and (18), which implement the common idea that
higher value transactions should be more appreciated than lower ones.

As for the examination of untrustworthy agents in a marketplace and the need to pro-
tect buyers from harm, other researchers have certainly discussed the relative advantages
of modelling trust in order to improve the decision making of buying agents. Breban and
Vassileva [3], working with the trust evolution model of Jonker and Treuer [13], allow agents
to progressively learn which agents are the best ones to join their coalition. Sabater and Sierra
[23] present a rich model of reputation, allowing for the integration of various factors being
modelled, towards a single reputation rating, to demonstrate that the evaluations can provide
significant detail, towards purchasing decisions. Yu and Singh [33] believe it is useful to
take advantage of ratings offered by other agents in a designated neighbourhood, which may
improve the evaluation of selling agents by potential buyers. In addition, other researchers
have clarified the importance of modelling reputation, saying that reputation can be used
to “impose appropriate constraints” [12] or “the formalization of reputation is an excellent
place to begin in formalizing trust” [4]. Yet, none of these researchers has specifically proved
how the setting of trust values in their models can provide protection from harm, one of the
main results of our work.

Moreover, some researchers have investigated how agents can develop strategies to delib-
erately deceive other agents in the society [8]. This research reinforces the need to develop
strategies to also mitigate against possible harm from these deceptive agents - the theme of
our research.

Also related to our research are a number of other models that assist buyers in making
purchase decisions from a product perspective. Wong and Lam [32] propose a learning frame-
work to automatically extract and summarize product features from multiple online auction
sites for buyers. Leung, Chan and Chung [20] present a collaborative filtering approach based
on fuzzy association rules and multiple-level similarity to recommend potential products to
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buyers. In contrast, our proposed model incorporates reinforcement learning and trust mod-
elling to recommend the best possible sellers for buyers and provides the buyers with a
mechanism that can protect them from being harmed infinitely by dishonest sellers in the
market.

5.2 Other approaches for protecting from harm

It is also important to acknowledge competing approaches towards the protection of buy-
ing agents from dishonest or unreliable behaviour of selling agents. Various researchers
have begun to study the provision of security guarantees within electronic marketplaces.
For example, Kerr and Cohen [18] develop a security framework in an environment where
selling agents operate with units of trust that are risked when entering into transactions with
buying agents. In this system, when buying agents are disappointed, their reporting causes
selling agents to lose trust units and thus eventually be unable to engage in transactions. In
[17], it is shown that under certain conditions this system causes rational selling agents to
simply behave honestly, because this is the profit maximizing strategy.

Barber and Kim [2] have also examined the extent to which trust and reputation sys-
tems provide a level of security for buying agents in electronic marketplaces. In their
approach, unreliable agents can be isolated over time, in a process of belief revision. Decep-
tive agents can be detected and avoided. In this sense, trust and reputation modeling serve
to enforce a kind of “soft security” within the system. This work reinforces the value of
trust modeling to protect agents from harm, but it does not explicitly evaluate the degree of
harm that can be inflicted by malicious agents within their particular modeling of trust and
reputation.

Various researchers have investigated the use of social networks of agents to share reputa-
tion ratings of selling agents (e.g., [23,33]). Of particular importance is the work of Jurca and
Faltings [14,15], since it examines more closely the promotion of honest reporting amongst
agents, with the use of incentives. As long as agents report the behaviour of selling agents
honestly, a buying agent will operate with reliable information about selling agents, in order
to avoid the most untrustworthy ones. This work therefore also provides a level of security
for the buying agents. Experiments in this paper show the advantages of being honest and the
effectiveness of the incentive mechanism. While the research does not explicitly measure the
degree of harm that buying agents can endure from dishonest selling agents, it should still be
possible for these buying agents to avoid untrustworthy selling agents, provided that others
in the community have had experience with these agents and their behaviour has been con-
sistent, over time. We discuss further the value of employing a social network for reputation
reporting, as future work, in Sect. 6.

The approach of using incentive mechanisms in electronic marketplaces in order to pro-
mote honesty is in fact a valuable direction for providing protection from harm. If selling
agents can be motivated to act honestly, then buying agents can avoid untrustworthy sellers.
The challenge of ensuring honesty amongst both buying agents and selling agents in elec-
tronic marketplaces is currently being examined by Zhang [34,35]. In this framework, selling
agents model the trustworthiness of buying agents by virtue of the extent to which they are
respected in their social networks and deliver greater rewards to more trustworthy buying
agents. This promotes buyer honesty. Buying agents use social networks to detect unreliable
selling agents as well. Experiments show that selling agents that offer rewards to buyers in
this framework will enjoy greater profits, as their reputation is promoted within the social
network, over time. This research is currently being extended to provide theoretical proofs
of the robustness of the incentive mechanism.
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Although our modelling of trust focuses on the individual dimension of trustworthiness,
we examine for future research a possible market environment where the social dimension
of reputation is needed to allow an agent to compute reputation ratings based not only on its
own but also on others’ experience. This is discussed further in Sect. 6.

6 Future directions

6.1 Application to mobile e-commerce

Since more and more people nowadays use mobile devices such as personal digital assistants
or mobile phones, mobilizing online trading is a research direction that has been gaining great
interest from researchers in both academia and industry. Chiang and Liao [6] proposed an
agent-based framework, implemented using JADE-LEAP15 tools, to assist mobile shoppers
in making purchase decisions. Keegan and O’Hare introduced Easishop [16], a mobile com-
merce cross merchant product comparison system, to support mobile shoppers. Rosendahl et
al. [21] suggested an architecture that provides mobile users with different options to access
a mobile home automation service. Although most existing mobile e-commerce systems
introduce mobile agent technology to somewhat overcome the limitations of current mobile
devices, they are usually stand-alone applications without an interface with other systems
and often require costly long-standing connection of mobile devices with the Internet. In
contrast, we have proposed a feasible mobile agent-based architecture for e-commerce that
allows users of mobile devices to conduct business anytime and anywhere, as well as enables
inter-operability among multiple mobile e-commerce systems and significantly reduces the
expensive connection cost [31]. Nevertheless, the mobile agents proposed in this architecture
are still rather simple and do not have any learning capabilities. As the next research step,
we would like to incorporate the learning agents described in this work (together with the
mechanism to protect from infinite harm) into the proposed mobile architecture.

Indeed, the application area of mobile devices is one where direct experience trust models
are needed, because bandwidth and time constraint issues make it prohibitive to be consulting
other agents in order to evaluate trustworthiness. This would therefore be a rich environment
in which to explore the merit of our particular direct experience trust model. In addition,
using our model in this setting would serve to provide a more valuable framework for users
engaging in e-commerce using mobile devices, offering more protection against harm from
other agents.

6.2 Marketplaces involving social networking

In Sect. 5, we discussed the merit of developing a model that relies on direct experience
in order to judge the trustworthiness of selling agents. We mentioned that other researchers
have proposed models that operate in marketplaces where reputation ratings of selling agents
are shared between buying agents. In order to accommodate marketplaces of this kind, it
would be valuable for us to explore as well an extension of our research that can make use
of trust ratings of sellers being provided to buying agents by other buying agents in the
marketplace (known as advisors). The ideal would be to make use of the direct experience
model described in this paper and to then integrate this with a method for reasoning about
trust ratings provided by the social network.

15 Java Agent Development Environment—Lightweight Extensible Agent Platform.
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Researchers such as Huynh et al. [11], Fullam and Barber [10], Sabater and Sierra [23]
and Zhang [34] have all developed frameworks that allow for direct experience ratings to
be incorporated into the reasoning about the reputation of sellers. What would be especially
interesting to explore is how to measure the extent that harm can be inflicted by dishonest
selling agents, in cases where direct experience is limited and ratings provided by the social
network would play a larger role. One challenge that arises in this scenario is coping with
possible collusion between advisors and selling agents (thus misrepresenting the trust rating
of certain selling agents). Buying agents need to effectively model both the advisors and the
selling agents, in order to avoid disappointment from untrustworthy sellers. Indeed, various
researchers have developed methods for effectively addressing the issue of untrustworthy
advisors [27,36].

One interesting subtopic to investigate is how to make use of a classification into sets of
untrustworthy, trustworthy and neither trustworthy nor untrustworthy, when modeling the
advisors. If this is done effectively with thresholds, in a method similar to the one proposed
in this paper for sellers, then buying agents should enjoy a level of protection from harm from
advisors, and by implication, from selling agents as well. We have taken some first steps to
map out this model in [19]. Further research is necessary in order to determine how to best
combine the modeling of advisors with the modeling of sellers.

6.3 Integrating the factor of time

One specific topic to examine more closely, as we extend our study of trust mechanisms, is to
determine the value of modelling the time of transaction with an agent. Jonker and Treur [13]
propose a formal trust model in which their trust update function makes use of an inflation
parameter to implement the fact that recent experiences are more important than older ones.
Our current thought is that in market environments, it is the value of a transaction rather than
its recency that should matter. That is, in our view, an agent a1 should not forget the fact that
an agent a2 was not cooperative with it in a one-million-dollar transaction in the past, and
consider agent a2 as being trustworthy just because a2 has recently been cooperative with a1

in a few one-dollar transactions. However, we would like to study the pros and cons of this
model more carefully in future work.

6.4 Further analysis of sellers’ behaviours

For future work, it would also be worthwhile to explore some extensions to the modelling
of trust, for effective buying decisions. For example, since trust ratings are adjusted after
each purchase of a good, it would be possible for the buyers to maintain and analyse further
the statistics gathered about specific selling instances. Some possible uses of these analyses
would be: (i) To deepen the model of the trustworthiness of a particular seller. For example,
the buyer may determine that this seller is untrustworthy with respect to only certain kinds of
goods. (ii) To extrapolate a model of the trustworthiness of all sellers with respect to a particu-
lar type of good. Perhaps certain goods are inherently more prone to dishonest representation.
(iii) To isolate classes of sellers who exhibit similar behaviour in the marketplace.

6.5 Possible enhancement of the selling algorithm

While this paper focuses on the merit of our proposed buying algorithm and the extent to
which it protects from harmful sellers, we believe that there is also benefit in revising our
proposed algorithm for sellers, to make it more efficient, towards a more valuable overall
framework for designing electronic marketplaces.
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In the proposed selling algorithm (Sect. 3.3), a seller s keeps track of buyers’ behaviours
by using variable b in its expected profit function hs(g, p, b). Since multiple buyers may have
different opinions in evaluating the goods they purchase (by adopting different true product
value functions vb), seller s obviously needs to track the behaviours of buyers. If s does not
do so, then a failure in selling good g at price p to some buyer b will falsely keep it from
making the same offer to other buyers, including those buyers who value g in a different
way than b does, and therefore may be happy to purchase g at price p from s. However,
this modelling of buyers’ behaviours may not be necessary when buyers in the market have
similar evaluation functions for the goods they purchase.

The above discussion suggests that it is possible to explore an additional version of the
proposed selling algorithm in which a seller divides buyers into groups that use similar true
product value functions and keeps track of groups of buyers’ behaviours, instead of individual
buyers’ behaviours. Suppose, a seller s divides buyers into n groups, namely �1, �2, . . . , �n ;
then this additional version can be obtained from the proposed selling algorithm described in
Sect. 3.3 by substituting b with �i in the expected profit function hs(g, p, b), the production
cost function cs(g, b), and the actual profit function φs(g, p, b), where �i is the group that
buyer b belongs to.

We believe that the approach for sellers to model groups of buyers’ behaviours should
have at least the following advantages:

– Since the number of buyer groups may be considerably less than the number of all buy-
ers in the market, this approach should reduce the size of a seller’s internal database and
accordingly the search space, resulting in improved performance when the seller searches
for an optimal price to sell some good.

– More importantly, this approach allows a seller to significantly reduce the number of
customized versions of a good to be maintained. That is, instead of producing so many
versions of a good tailored to meet specific demands of all individual buyers in the market,
the seller now only needs to produce a much smaller number of versions of the good,
which are customized for the different groups of buyers.
However, this approach also presents several issues to be addressed:

– How to measure the similarity between buyers’ true product value functions (especially
when the buyers may not explicitly let sellers know their functions) in order to classify
buyers into groups.

– How to update the models of groups of buyers appropriately over time.
– How to detect if any buyer has changed the way it evaluates the goods it purchases (i.e.,

changed its true product value function) and therefore should be removed from its current
group and placed in another group, resulting in both groups being updated.

– Finally, a formal analysis is needed to justify the approach, considering its advantages
and the complexity in addressing the above issues.

7 Conclusion

We have presented algorithms for buying agents in electronic marketplaces where sellers
may alter the quality of their goods and where buyers will be disappointed if the products
received fail to meet a certain standard of quality. Since dishonest sellers are allowed to exist
in the marketplace (for example, offering high quality goods and then later offering very low
quality goods), it is important for buyers to develop strategies for modelling their trust in
sellers, in such a way that sellers who offend the most are penalized the most, while still
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allowing sellers who have delivered disappointing goods to redeem themselves in the future
and be selected for business. This is achieved in our model by the setting of the trustworthi-
ness and untrustworthiness thresholds, the use of the trustworthy and untrustworthy sets, and
the introduction of the co-operation and non-cooperation factors, to adjust the trust ratings of
sellers. In addition, we have shown that with the use of a penalty factor, set in an appropriate
way, it is possible for buyers to enjoy a certain level of protection against dishonest sellers.
Our proposal for buying agents to protect themselves from infinite harm by selling agents is
therefore to have them track the trustworthiness of sellers and to make adjustments, but to
do so according to the formulae of the model presented in this paper.

Our particular model for trust is a mechanism for allowing agents to model other agents
in the community, and by so doing, to determine how other users may be adversely affecting
their own user. The agents who choose to model trust can then, in turn, engender the trust
of their users, by providing better satisfaction to these users, with their buying decisions. In
addition, our framework for modelling trust is designed to be user specific, sensitive to the
true value function and demanded product value expressed by the user and the thresholds set
to be generous or severe in penalizing disappointing selling agents. Most importantly, there
is a mechanism for adjusting penalty factors to ensure protection for the users, regardless of
their preferences for price and quality and their tolerance for lacklustre goods.
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