CSI5387: Concept-Learning Systems
Winter 2006

Assignment 2
Handed in on February 6, 2006

Due on February 27, 2006

This assignment explores the issue of Text Categorization using Neural Networks, Naïve Bayes and Instance-Based Learning. In particular, you are asked to run these algorithms on the well-known Reuters Data Set, available at: http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html. The algorithms are all implemented in WEKA.
One difference between this assignment and the previous one is the fact that the data is raw. This means that it will require a certain amount of pre-processing. This is a good introduction to the type of practical work a person working in machine learning often needs to do prior to running classification algorithms.

The Data Set
The following is an example of an article from the Reuters-21578 collection. (The TOPIC for that example is “earn”.)

<REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET" OLDID="5552" NE

WID="9">

<DATE>26-FEB-1987 15:17:11.20</DATE>

<TOPICS><D>earn</D></TOPICS>

<PLACES><D>usa</D></PLACES>

<PEOPLE></PEOPLE>

<ORGS></ORGS>

<EXCHANGES></EXCHANGES>

<COMPANIES></COMPANIES>

<UNKNOWN> 

&#5;&#5;&#5;F

&#22;&#22;&#1;f0762&#31;reute

r f BC-CHAMPION-PRODUCTS-&lt;CH   02-26 0067</UNKNOWN>

<TEXT>&#2;

<TITLE>CHAMPION PRODUCTS &lt;CH> APPROVES STOCK SPLIT</TITLE>

<DATELINE> ROCHESTER, N.Y., Feb 26 - </DATELINE><BODY>Champion Products Inc s

aid its

board of directors approved a two-for-one stock split of its

common shares for shareholders of record as of April 1, 1987.

    The company also said its board voted to recommend to

shareholders at the annual meeting April 23 an increase in the

authorized capital stock from five mln to 25 mln shares.

 Reuter

&#3;</BODY></TEXT>

</REUTERS>
Document Formatting

It can be seen in the example document that the collection is formatted with SGML. Each article in the collection is delimited by the opening tag <REUTERS TOPICS =?? LEWISSPLIT=?? CGISPLIT=?? OLDID=?? NEWID=??> and by the closing tag </REUTERS>. The only fields you should use are <TITLE> and <BODY>, for creating the document vectors (see below) and <REUTERS TOPICS…>  to determine the category (class) of each document. 

Categories
The TOPICS field is very important in this assignment. It contains the topic categories (or class labels) that an article was assigned to by the indexers. Not all of the documents were assigned topics and many were assigned more than one. Some of the topics have no documents assigned to them. The topics assigned to the documents are economic subject areas with the total number of categories for this test collection being 135. The top ten categories with the number of documents assigned to them are:
	Class
	Document Count

	Earn
	3987

	ACQ
	2448

	MoneyFx
	801

	Grain
	628

	Crude
	634

	Trade
	551

	Interest
	513

	Ship
	305

	Wheat
	306

	Corn
	254


These are the only categories I will be asking you to use.
Training and Test Sets

In order to be able compare experimental results on this particular data set, the Reuters-21578 corpus comes with recommended training and testing sets. Researchers who use the same documents for training and testing their systems can then compare results. For the purposes of this assignment, please, use the ModApte split. The ModApte split essentially divides the documents into three sets. They are:

· The training set, which consists of any document in the collection that has at least one category assigned and is dated earlier than April 7th, 1987;

· The test set, which consists of any document in the collection that has at least on category assigned and is dated April 7th, 1987 or later; and

· Documents that have no topics assigned to them and are therefore not used.

Here is the number of documents in each category, using the ModApte Split:
	Set
	Document Count

	Training
	9603

	Test
	3299

	Unused
	8676


Document Representation

Before documents can be presented to the classifier for training, some form of representation must be chosen. The most common form of document representation found in text classification literature is known as a "bag of words" representation. Most representations of this type treat each word, or a set of words, found in the corpus as a feature. Documents are represented as vectors, which are lists of words that are contained in the corpus. A binary vector representation can be used having each attribute in the document vector represent the presence or absence of a word in the document. The following shows how the sentence: "The sky is blue." would be represented using a binary vector representation defined over the set of words {blue, cloud, sky, wind}.


[image: image1.wmf]< 1,  0,  1,  0>

 

blue

 

cloud

 

sky

 

wind

 


Another common vector representation uses the tf.idf weighting scheme for each vector 

entry. This scheme considers two quantities:

       Term Frequency           tfij   number of occurrences of word i in document j


Document Frequency  dfi   number of documents in the collection that word i occurs in
and combines them in the following formula:


weight(i,j)  = (1 + log tfij)) log N/dfi  ,   if tfij >= 1

                                = 0                                      ,  otherwise
Document Processing

Here are the standard techniques that are used to create document vectors from the text collection. The text used for the representation of each document should be the text contained in the <TITLE> and <BODY> fields of the documents. All other fields should be ignored. The steps you should use in the creation of the document vectors are detailed below:
· All punctuation and numbers should be removed from the documents.

· The documents should be filtered through a stop word list
, removing any words contained in the list. Stops words, such as conjunctions and prepositions, are considered to provide no information gain. It is a widely accepted technique to remove these words from a corpus to reduce feature set size.

· The words in each document should then be stemmed. You can use the Porter stemmer, for example
. Stemming maps words to their canonical form, for example, the words golfer, golfing, and golfed, would all be mapped to the common stem golf. Stemming is another widely used practice IR to reduce feature set sizes.

· Finally, the 500 most frequently occurring features were placed in the feature set to create the document vectors.

Performance Measures
In text classification, it is common to list results in terms of Precision and Recall as well as the F-Measure, which combines both Precision and Recall. The formulae for Precision (P), Recall (R) and the F-Measure (F) are:
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where a is the number of correctly classified positive documents, b is the number of incorrectly classified positive documents and c is the number of incorrectly classified negative documents. Typically the F-measure is reported for the values B = 1 (precision and recall are of equal importance), B = 2 (recall is twice as important as precision) and for B = 0.5 (recall is half as important as precision).

Your Tasks

In this assignment, I am asking you to:

· Gather the data representing the 10 top categories of Reuters

· Pre-process the data to transform it into vector representations, using the tf.idf scheme.
· Create 10 learning problems: Earn versus {ACQ, MoneyFx… Corn}






ACQ versus {Earn, MoneyFx, Grain.. Corn}, etc..

· Create one multi-class problem that includes data belonging to two classes simultaneously. i.e., one text is represented by two vectors having the same features, but two different classes
·  Create another multi-class problem that eliminates this kind of ambiguity.
· Run Feedforward Multi-Layer Perceptrons, Naïve Bayes, and Instance-Based Learning on all the data sets.

· Calculate Precision, Recall and F1-Measure for each set (In the case of the 10 learning problem, calculate the micro-average of the results)

· Analyze and discuss your results.

Note: As noted previously, you will need to transform the text collection into a format suitable for classifiers (i.e., turn text data into a vector form). I suggest that you do this using Perl, a Programming/Scripting language that makes text processing easy because of its strong reliance on pattern matching (also, a language that’s very easy to learn), but feel free to use any other language/tool. You can find documentation on Perl at: http://www.perl.org/
Good Luck and Have Fun!
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� The explanations that follow  were adapted from Andrew Eastabrooks’ M.Sc. Thesis, 2000.


� You can find stop-word lists on this page: � HYPERLINK "http://www.dcs.gla.ac.uk/idom/ir_resources/linguistic_utils/stop-words" ��http://www.dcs.gla.ac.uk/idom/ir_resources/linguistic_utils/stop-words�. 


� You can find implementations of the Porter Stemmer at http://www.tartarus.org/~martin/PorterStemmer/


� This subdivision needs to be done because a single document may belong to several categories simultaneously.


� Micro averaging considers each class to be of equal importance and is simply an average of all the individually calculated statistics.
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