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In this paper we present a vision-based approach
for the multi-robot Simultaneous Localization and
Mapping (SLAM) problem. We study the case of a
team of robots equipped with a single camera and
collaborating in the same worksite. We propose to
calculate the location of the robots by using a collec-
tion of sparse views of the planar surface on which
these robots are moving. The camera motions are es-
timated using inter-image homographies computed
from the matching of overhead transformed views.
Results of map generated from the estimated robot
locations are presented.
Keywords: sparse view matching, robot localiza-
tion, homography, camera pose estimation

1 Introduction

The ability of a mobile robot to localize itself in a
worksite is a key prerequisite towards developing au-
tonomous robots. This problem has gained consid-
erable attention in the robotics community in the
recent few years.

Many authors have proposed various approaches
to estimate robot location with some a priori infor-
mation about the environment. Krotkov [5] assumes
that the robot has a map of its working environment.
The map marks the positions of vertically oriented
objects in the scene such as doors, desks, etc. The
robot is then localized by establishing a correspon-
dence between the landmark directions and points
in the map. Sim and Dudek [17] use learned land
marks to perform position estimation of a mobile
robot. The landmarks are detected from a prelimi-
nary traversal of the environment and then saved in a
database. The mobile robot position is estimated by
matching the landmarks extracted from the image
with the landmarks saved in the database. Dudek
and Zhang [2] use multi-layer neural network to es-

timate the pose of the robot. The neural network
is trained in the preliminary phase using a set of
training images at known location and orientation.
Werman et al. [10] introduced a robot localization
method based on image measurements that are in-
variant to the intrinsic parameters of the camera.
The measurements depend only on the extrinsic pa-
rameters i.e rotation and translation of the camera
with respect to some world coordinate system.

A robot is said to be truly autonomous, if it has
the ability to start at an unknown location in an un-
known environment and then simultaneously build a
map of the environment and localize it self in the map
[3]. Thus the robot has to solve the simultaneous
localization and mapping (SLAM) problem. The in-
formation used are sequences of relative observations
captured by the mobile robot. Many approaches has
been proposed to solve the SLAM problem, Smith
and Cheeseman [18] use extended Kalman filters
(EKF) to estimate the posterior distribution over the
robot pose. Murphy [12] and Montemerlo et al. [9]
introduced algorithms to solve the SLAM problem
by integrating particle filter and Kalman filter rep-
resentation. When a team of robots are sharing the
same worksite, the SLAM problem becomes more
challenging. The robots has to build a joint map
of the environment and be able to localize their po-
sitions in the joint map in order to coordinate the
navigation and minimize the overlap in information.
Simmons et al. [14] presented a multi-robot SLAM
algorithm based on likelihood maximization to find
the maps that are maximally consistant with the sen-
sor data. The exact initial pose of all robots relative
to each other is assumed to be known. Thrun et al.
[16] introduced similar approach but with known ap-
proximate initial pose of the robots (within 1 meter).
Liu and Thrun [7] presented a Bayesian approach to
solve the multi-robot SLAM problem assuming un-



known initial positions and ambiguous land marks.

In this paper, we propose to solve the multi-robot
SLAM problem by using a collection of sparse views
of the scene. We assume no known initial relative
pose of the robots and no known landmarks. Each
robot in the team starts at an arbitrary unknown lo-
cation and incrementally builds a local map of the
environment with the ability to localize itself in the
map. When an overlap occurs between any two
robots, a joint map can be built between them and
the two robots are able to localize themselves in the
joint map for all their previous as well as future loca-
tions. Under this approach a joint map of the team
can be built if each robot has at least one overlap
with any other robot in the team.

In our algorithm we simply assume that each
robot is equipped with a single camera and the
robots are operating on a planar surface. We also
assume that the height of the camera with respect
to the ground plane as well as its orientation are
known. Note that the tilt angle does not have to
be accurate since this one is simply used as an ini-
tial approximation and will be re-estimated by the
algorithm. However, a good accuracy in the height
measure could be required since robot localization
will be specified in terms of height units.

The rest of the paper is structured as follows. In
Section 2, we present our matching algorithm. In
Section 3, the inter-image homography calculation
is presented. In Section 4, the multi-robot SLAM
method is introduced. Section 5 presents some ex-
perimental results and, finally, Section 6 is a conclu-
sion.

2 Sparse overhead view match-
ing

In order to calculate the displacement between two
robot positions, we have to match the images cap-
tured at these two locations. Based on the geometry
of the system of cameras, it will then become possible
to estimate the relative camera motion and therefore
to accurately position the robots in their environ-
ment. The geometry of the system can be described
as follows. The ground plane lies on the XZ plane
and the optical axis of the camera is aligned with the
Z axis. The camera, at a height h, and tilted by ro-
tating it about the X axis by an angle α. In this case,
the 3 × 3 homography matrix HB of the projective
relation, [x, y, 1]T = HB [XW , ZW , 1]T, between the
world plane and the corresponding overhead image

point can be described as follows:

HB =




f u0cα u0hcα

0 fsα + v0cα v0hcα − fhsα

0 cα hcα


 (1)

where f represents the focal length of the camera,
u0 and v0 are the principal point coordinates, and
with cα = cos α, sα = sin α . This transformation is
invertible such that the overhead view can be gener-
ated from a perspective or vice versa. Figure 1 shows
an example of images on which this kind of transfor-
mation has been applied to. It also shows that once
features are detected on the original images, these
ones are then mapped to their corresponding loca-
tions on the overhead views.

Indeed, in order to match two views of a scene,
feature points must be detected. To this end, we
used the Harris corner detector [4]. Working in
the overhead view space has the virtue of eliminat-
ing the perspective distortion that deforms the vi-
sual patterns in each view. Consequently, to match
points in these overhead views, only a rotationally
invariant measure is required. Assuming that in-
tensity variations due to the changes in viewpoints
are not significant, differential invariants can give
a robust characterization of the points of interest.
Since we have at our disposal color images, we se-
lected the Hilbert’s color invariants, these having the
advantage of requiring only first order derivatives.
These derivatives are computed using Gaussian fil-
ters. Montesinos et al. [11] proposes to use an in-
variant vector of 8 such components. In our case,
we just use the Gaussian filtered color intensities,
Rσ, Gσ, Bσ, and their corresponding gradient mag-
nitudes, |∇σR|, |∇σG|, |∇σB|.

In order to compute the similarity between two
such vectors, the components must be resized since
color intensities and gradient magnitudes have dif-
ferent ranges of values. Moreover, since the stability
of the gradient magnitude over viewpoint variation
is not very good, we normalize these values using a
sigmoidal function, i.e.:

s(t) =
1

1 + e−µ(t−to)
(2)

This non-linear normalization leads to a more qual-
itative characterization of the gradient where pixels
are classified (in a fuzzy way) as point with low or
high color gradient magnitude. The value to is the
threshold that defines the point of transition between
low and high magnitudes and µ controls the fuzzy-
ness of the classification. The gradient magnitude
thus transformed is similar to the measure of edge-
ness as defined in [20]. This leads us to the following
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Figure 1: (a) and (b) Two images of the scene. (c)
and (d) The overhead view transformations on which
feature points have been mapped.

normalized invariant vector:

Iν(X) =
[

Rσ

255
,
Gσ

255
,

Bσ

255
, (3)

s(|∇σR|), s(|∇σG|), s(|∇σB|)
]T

Euclidean distance can then be used to measure the
similarity between two color image points. How-
ever, because of their limited discrimination power,
matching with invariants leads to several false
matches. Therefore, we need to introduce an ad-
ditional matching measure. The choice we made is
based on the observation that while the transforma-
tion between two images of a plane is a general ho-
mography, the transformation between the two gen-
erated overhead views is an isometric transformation,
i.e., it is composed of a rotation and a translation.
The transformation has three degrees of freedom;
two for translation and one for rotation, it can there-
fore be computed from two point correspondences.
This isometric transformation HS can be described
as follows:

HS =




cos θ − sin θ Tx

sin θ cos θ Ty

0 0 1


 (4)

with θ being the angle between two cameras. An
invariant in this transformation is the Euclidean dis-
tance between two points. Indeed, the line length
between the two overhead views is preserved. Fol-
lowing a RANSAC-like scheme, we randomly select
two match pairs and the length of the line segments
that join the two selected points in each image is

compared. If the difference in length is sufficiently
low, then the points are considered to be good can-
didate matches. These candidate matches are then
further validated by considering the intensity profiles
of the candidate segments. Tell and Carlsson [19]
also used a comparison between the affinely invari-
ant Fourier features of the intensity profiles between
randomly selected pairs of image interest points. We
use a similar approach; however, in our algorithm,
and because of the isometry that separates the two
views, each line segment is simply divided into k + 1
points. Cross correlation between the intensity pro-
files of the two lines is then computed as follows:

lc =
∑k

i=0[(Ai − Ā)(Bi − B̄)]√
[
∑k

i=0(Ai − Ā)2][
∑k

i=0(Bi − B̄)2]
(5)

where arrays A and B contain the pixel intensity
values of the k + 1 points of the two segments (we
used k = 8) . If the correlation coefficient lc ex-
ceeds a given value then the two segments, and there-
fore their corresponding end points, are assumed to
match.

The transformation between the two overhead
view images can then be calculated using the result-
ing set of matches. A best-fit finds the best isometric
transformation.

3 The inter-image homography

The above matching phase allows to obtain the ge-
ometric relation between two overhead views. Using
the system geometry, we have also been able to com-
pute the transformation between an image and its
corresponding overhead view. We now would like to
chain all these transformations in order to obtain the
transformation that relates two perspective views of
the work surface. That is to say that the transfor-
mation between two perspective views of a plane is
also a homography and is given by:

Hij = H−1
Bi HSijHBj (6)

where HBi and HBj are the overhead homography
transformations for views i and j respectively, and
HSij is the overhead isometric transformation be-
tween views i and j. However, in order to obtain
reliable camera position from Hij , this one needs to
be refined. This can be done by transferring, us-
ing Hij , feature points in one view to the other and
searching in a window of size W ×W for the closest
detected features. We also impose that the Iν dif-
ference between the two matched corners has to be
below certain threshold. The matched corners thus



obtained are then used to refine the homography Hij

[1].

4 Robot Localization

4.1 Estimating the camera motion

For a two-camera system, Tsai and Hung [15] showed
that the inter-image planar homography can be de-
composed as follows:

Hij = K

[
R− TnT

d

]
K−1 (7)

where K is the intrinsic parameters of the camera.
R is the rotation between the two cameras, n is the
normal to the plane under consideration and T is the
translation vector. Finally d is the distance from the
camera to the ground. The matrix TnT

d is therefore
defined to be:

TnT

d
=




0 −Tx sin(αi)
d

Tx cos(αi)
d

0 −Ty sin(αi)
d

Ty cos(αi)
d

0 −Tz sin(αi)
d

Tz cos(αi)
d


 (8)

The value R−TnT, with d arbitrarily set to 1 and α
being the camera tilt angle, is given by Equation (9)
with cθ = cos θ and sθ = sin θ.

If the homography Hij between the two images is
known then:

R− TnT = K−1HijK =




ai bi ci

di ei fi

gi hi ii


 (10)

The tilt αj of camera j can be calculated as αj =
tan−1( gi

di
) and the angle between the two cameras is

given by θ = cos−1(ai). To calculate the rest of the
parameters, consider the inverse of Equation (9) as
follows:

[R− TnT]−1 = [K−1HijK]−1 =




aj bj cj

dj ej fj

gj hj ij




(11)
The tilt αi can be calculated as αi = tan−1( gj

dj
). The

translation vector with respect to the camera i, Ti =
[Txi , Tyi , Tzi ] can be obtained by combining Equa-
tions (9) and (10). Similarly, the translation vector
with respect to the camera j, Tj = [Txj , Tyj , Tzj ] can
be obtained from Equation (11), a double solution is
obtained as follows:

Txi1 = bi+sin(θ) cos(αi)
sin(αi)

Txi2 = −ci−sin(θ) sin(αi)
cos(αi)

(12)

Tyi1 = ei−cos(θ) cos(αj) cos(αi)−sin(αj) sin(αi)
sin(αi)

Tyi2 = −fi−cos(θ) sin(αi) cos(αj)−cos(αi sin(αj)
cos(αi)

(13)

Tzi1 = hi−cos(θ) cos(αi) sin(αj)+cos(αj) sin(αi)
sin(αi)

Tzi2 = −ii+cos(θ) sin(αj) sin(αi)+cos(αj cos(αi)
cos(αi)

(14)

Txj1 = bj+sin(θ) cos(αj)
sin(αj)

Txj2 = −cj−sin(θ) sin(αj)
cos(αj)

(15)

Tyj1 = ej−cos(θ) cos(αi) cos(αj)−sin(αi) sin(αj)
sin(αj)

Tyj2 = −fj−cos(θ) sin(αj) cos(αi)−cos(αj sin(αi)
cos(αj)

(16)

Tzj1 = hj−cos(θ) cos(αj) sin(αi)+cos(αi) sin(αj)
sin(αj)

Tzj2 = −ij+cos(θ) sin(αi) sin(αj)+cos(αi cos(αj)
cos(αj)

(17)

The translation vector is finally obtained by simply
taking the average of these two solutions.

4.2 Locating the Robots

The localization problem is formalized as shown in
Figure 2. Location are parameterized by the triplet
Γ = [ρ, φ1, φ2]. Where ρ is the Euclidean distance
between two robots, φ1 is the angle of Robot2 with
respect to Robot1 and φ2 is the angle of Robot1 with
respect to Robot2.

The robot locations with respect to one another
may be expressed by projecting the two 3D camera
coordinate systems on Robot1 and Robot2 2D coor-
dinate systems. The location of Robot2 with respect
to Robot1 is at (x1, y1) defined as follows:
x1 = −Txi

y1 =
√

T 2
yi

+ T 2
zi

sin(αi + β1)

Where β1 = tan−1 Tyi

Tzi

Similarly, the location of Robot1 with respect to
Robot2 is at (x2, y2) defined as follows:
x2 = −Txj

y2 =
√

T 2
yj

+ T 2
zj

sin(αj + β2)

Where β2 = tan−1 Tyj

Tzj

Finally, the location vector Γ is defined as follows:

Γ = [ρ, φ1, φ2] =
[√

x2
1 + y2

1 , tan−1 y1

x1
, tan−1 y2

x2

]

(18)
For example, the images in Figure 1 were taken

with the camera set manually to a tilt of 33o, the
height of the camera from the ground plane is 80cm.



R− TnT =




cθ −sθcαi + Txisαi −sθsαi − Txicαi

cαj
sθ cθcαj

cαi
+ sαj

sαi
+ Tyi

sαi
cαj

sαi
cθ − cαi

sαj
− Tyi

cαi

sαj
sθ sαj

cθcαi
− cαj

sαi
+ Tzi

sαi
cθsαj

sαi
+ cαj

cαi
− Tzi

cαi


 (9)

Figure 2: The Robot angles.

The homography between first and the second im-
ages Hij is calculated as describe is Section 2 , the
parameters α, θ and T expressed in height units were
calculated as described in Section 4 to be as fol-
lows: α = 34.3, θ = 43o and T = [−0.66, 0.21, 0.14].
The location triplet Γ was calculated to be Γ =
[52cm, 22.7o, 158.5o].

5 Experimental Results

5.1 Single-Robot SLAM

Figure 3(a) shows a set of images collected by a robot
moving on a planar surface. First, the matching algo-
rithm discussed in Section 2 is applied and the inter-
image homographies are calculated between consec-
utive robot locations. These homographies are used
to incrementally built a location graph by calculating
the robot pose with respect to its previous position as
discussed in Section 4; the resulting location graph
is shown in Figure 3(b). To estimate the accumu-
lated error in estimating the pose between consec-
utive location, the pose between the initial location
and last location is estimated. The error in estimated
the distance between Robot0 and Robot7 can be es-
timated by dj = |r1 − r2| as shown in Figure 3(b).
The value of dj is 11.5cm for a total displacement
error of 2.95%.

The global overhead view map of the environment
can be built by combining the overhead transforma-
tion and the inter-image homographies [6] as shown
in Figure 4(a). Due to the parallax effect [13] points
above the ground plane are not mapped correctly
(see the ’vase’ on Figure 4(a)). To built a map that
shows only the ground points, we use the following
procedure. For each point on the ground plane, the
appropriate transformation is applied to obtain the
corresponding image point in each view. The mean

RGB value is then computed and the image point
that deviates the most from this mean value is dis-
carded. This procedure is repeated until half of the
image points have been discarded. The mean RGB
value of the remaining points is then used in the
mosaic composition. If a sufficient number of widely
distributed views is used, this algorithm should elim-
inate the images of the obstacles from the ground
model, the map obtained is shown in Figure 4(b).

5.2 Multi-Robot SLAM

In this section we provide an example of two mo-
bile robots RobotA and RobotB moving in the same
work site. The cameras tilt on robot RobotA and
RobotB are set manually to 33o and 45o respectively,
the height of the camera from the ground plane is
55cm. Figure 5 shows 4 of the 13 the images cap-
tured by RobotA and Figure 6 shows 4 of the 13 im-
ages captured by RobotB. The two robots start at
arbitrary unknown locations (location A0 for RobotA
and location B0 for RobotB). Each of the robots
starts building its relative location graph and a local
map of the environment as discussed on the single-
robot SLAM case. The obtained locations graphs are
shown in Figure 7(a) and (b). When an overlap oc-
curs between the two robots, a joint location graph
and environment map can be built by calculating the
relative pose of the two robots. At location A7 for
RobotA and location B9 for RobotB the two robots
are viewing the same scene, this overlap can be ver-
ified by comparing image 7 in Figure 5 and image 9
in Figure 6. The relative pose of the two robots is es-
timated by the inter-image homography between the
two images and a joint location graph can be built.
Figure 7(c) shows the joint location graph with re-
lates all the robot locations with A7 selected as the
reference frame. The joint map of the environment
is shown in Table 1.

6 Conclusions

We have presented a technique for the multi-robot
SLAM problem. The different robot locations are
computed by finding the transformations that relate
together the captured images of the scene. To
overcome the difficulty that represents the matching
of the available sparse views, we have proposed to
first transform the images into overhead views; this



Table 1: The map generated from images collected by Robot A and Robot B.

(a)

(b)

Figure 3: Single-robot SLAM (a) Image set collected
by the robot (b) Location graph.

transformation being obtained from the geometry of
the system. A first estimate of the inter-image ho-
mography is obtained by using a best-fit approach.
This one is then refined by aligning detected image

features based on gaussian intensity differences. The
camera motions are estimated from the computed
homographies and the robots are localized. This
allowed us to build maps of the environment inside
which the robots are evolving.
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