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Abstract—Industrial control systems (ICSs), such as Super-
visory Control and Data Acquisition (SCADA) systems, are
increasingly popular for manufacturing applications, leading to
significant improvements in efficiency and productivity. However,
the vulnerability of these systems to ransomware attacks has
become a major concern. This vulnerability is mainly due to
the centralized nature of ICSs, which prioritize efficiency over
security. To address this issue, this paper proposes a decentralized
Blockchain-Based ICS (BBICS) architecture. Such architecture
uses a peer-to-peer network of nodes to replicate critical data
and distribute transactions using a consensus mechanism, which
synchronizes nodes and resolves single points of failure. Addition-
ally, BBICS encrypts critical data in a tamper-resistant manner
to prevent attackers from decrypting or manipulating data.
Moreover, zero-trust authorization and authentication further
enhance security by preventing the broadcasting of ransomware
attacks in internal networks of devices. The evaluation of the
proposed system with respect to performance and reliability
under normal and ransomware attack situations suggest BBICS’
feasibility and practicality.

Index Terms—Industrial Control Systems, Blockchain, Cyber-
security, Ransomware

I. INTRODUCTION

Industrial Control Systems (ICSs) refer to a large category
of information and operational technologies that are connected
to power and monitor production lines and other infrastruc-
tures [1]. Due to recent developments in technologies such
as cloud computing, artificial intelligence, and the Internet of
Things (IoT), a new industrial era commonly referred to as In-
dustry 4.0 has begun. Smart industry and manufacturing lines
are the most important characteristics of this new era. ICSs
integrate Information and Communication Technology (ICT)
into Operational Technology (OT) in industrial production and
automation environments [2]. According to Gazzan et al. [3],
due to the heterogeneity of components in Supervisory Control
and Data Acquisition (SCADA) systems and the necessity of
interoperability between various systems, connecting to the
public network through the internet is almost unavoidable.
Such connections, combined with insufficient attention paid
to security, makes ICSs vulnerable to cyber-attacks [4]. Var-
ious cyber-attacks have been reported in industry such as
different malwares, Denial-of-Service (DoS) attacks, phishing,
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SQL Injections, etc. These attacks have been categorized in
different ways [4]–[6] based on the layer that they affect,
including devices, sensors and actuators, Programmable Logic
Control (PLCs) and gateways, human-machine interactions,
data centers, business applications, and cloud data [4].

Traditionally, industrial control systems have adopted cen-
tralized architectures where data is stored and processed on
a single server. By connecting to the public network, such
architectures are exposed to the external world and become
vulnerable to cyber-attacks. Unauthorized access to critical
data on a server is the initial step towards a ransomware attack,
where the attacker encrypts the data and demands a ransom
in exchange for the decryption key. Such attacks on ICSs
cause significant damages as ICSs are typically used in critical
infrastructure, such as manufacturing plants, energy grids,
hospitals, and transportation networks. These systems often
control physical processes and equipment, and any disruption
can result in significant financial losses, safety hazards, or even
loss of life. Additionally, ICSs often operate 24/7, making it
more challenging to detect and mitigate attacks in a timely
fashion.

Ransomware attacks can encrypt critical data and systems,
making it impossible for operators to continue production
or service delivery until the ransom is paid or the system
is restored, resulting in significant operational downtime and
losses. For example, FedEx lost around $300 million in 2017
due to ransomware attacks. Maresk, a Danish shipping busi-
ness, lost between $200 and $300 million due to NotPetya’s
ransomware attack on the same year [7]. Oil India’s limited
attack in 2022, with a ransom over Rs. 570 million, and the
Colonial Pipeline attack, which resulted in the destruction of
one of the United States’ largest pipelines, are among some of
the most recent and expensive ransomware attacks on ICSs. In
addition to financial loss, ransomware attacks can also result
in dangerous effects on critical infrastructure. For example, the
Ryuk ransomware attack [8] on the Universal Health Services
(UHS) resulted in severe problems in over 250 hospitals, in
addition to the loss of about $67 million [9].

This paper presents an innovative solution to mitigate the
risk of ransomware attacks on industrial control systems by
proposing a decentralized ICS architecture based on the Hy-
perledger Fabric blockchain [10]. The proposed architecture,
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called Blockchain-Based ICS (BBICS), implements multiple
layers of defense, including data replication, consensus-based
transaction validation, and zero-trust authentication and au-
thorization of devices. By leveraging the immutability of
blockchain technology, this approach offers a more robust and
secure mechanism for protecting critical infrastructure against
cyber threats than centralized ICSs.

This paper is structured as follows. Section II provides
background on ransomware attacks and related work on their
detection. Section III outlines the proposed BBICS. In sec-
tion IV, we evaluate the performance and reliability of the
proposed approach using several test scenarios. Finally, we
provide concluding remarks in section V.

II. BACKGROUND AND RELATED WORK

A. Ransomware

Ransomware is a type of cyber-attack where files of the
system under attack are encrypted by the attacker, and then a
ransom payment is demanded from the victim in exchange for
the decryption key. There are some differences between the
features of ransomware attacks in traditional (IT) systems and
those targeting ICSs [11]–[13]. For instance, in the traditional
case, the targets are usually personal computers, whereas in
ICSs devices such as PLCs also are among the potential tar-
gets. In addition, encryption of data is almost the only effect of
an attack on traditional systems whereas, for the ICSs, locking
devices is another possible effect. Various factors, including
both operations-related ones (such as security awareness and
backup policies) as well as resource-related ones (such as
data access prevention and a lack of expertise) are among
key factors that influence the rise of ransomware attacks on
SCADA systems [3]. Some popular ransomware attacks on
ICSs include:

• Ryuk: A very targeted ransomware variant commonly
delivered via spear phishing emails or by using compro-
mised user credentials to log into enterprise systems using
Microsoft’s Remote Desktop Protocol (RDP) [8]. Ryuk is
also well-known as one of the most expensive types of
ransomware in existence (with ransoms that average over
1$ million).

• Maze: Maze is a dangerous ransomware that gains access
to a network through spam emails, RDP brute force
attacks, or exploit kits. The operators aim to get elevated
privileges and deploy file encryption across all drives.
Maze also steals data and exfiltrates it to servers con-
trolled by hackers who threaten to release it if a ransom
is not paid. Although organizations may restore their data
from a secure backup, criminals still have a copy of their
data. In essence, Maze combines a ransomware attack
with a data breach, making it particularly harmful [14].

• REvil: REvil targets large organizations. It affects Mi-
crosoft Windows systems and encrypts all files except
configuration files. A $24M ransom was demanded from a
world-leading French electronics manufacturing services
following an REvil attack [15].

• EKANS: A type of malware that encrypts affected ma-
chines using the RSA encryption method. It is known
for aggressively killing processes that may interfere with
its operations and deleting shadow copies to make file
recovery a great challenge [16].

• LockerGoga: It works by encrypting files on a victim’s
system and demanding payment for their decryption. The
ransomware caused production challenges and temporary
disruption at several plants of a Norwegian aluminum
manufacturing company [17].

B. Ransomware Detection

Various mitigation methods have been proposed against
ransomware attacks in industry, most of which involving attack
detection, rather than prevention. In [6], Shah and Sengupta
discuss general mitigation methods that can be applied to ran-
somware attacks, including using stronger passwords, updating
software, changing default settings of the purchased devices,
enabling multi-factor authentication, and producing backups.
Tsiknas et al. [4] present a survey of some countermeasures
against ransomware. They show that Industrial IoT (IIoT) edge
gateways that act as bridges between the external world and
IIoT infrastructures such as PLCs and devices, are among
the parts most vulnerable to ransomware attacks. They also
provide a short review of machine learning (ML) and deep
learning (DL) methods to detect ransomware attacks [4].

III. A NEW BLOCKCHAIN-BASED INDUSTRIAL CONTROL
SYSTEM (BBICS)

We propose implementing a decentralized architecture
that leverages Hyperledger Fabric, a permissioned-private
blockchain. This approach aims to enhance the security of
ICSs by design and eliminate potential single points of failure.
Building on the work of Yalpanian et al. [18], this proposal
outlines a framework that distributes the responsibility for
managing physical assets across a network of nodes. Each
node has its copy of the blockchain, which serves as a
tamper-resistant, decentralized ledger. This design helps ensure
that attempted modifications to the system get immediately
detected and prevented. Additionally, this approach allows for
secure and efficient data sharing across the network.

BBICS is a Platform as a Service (PaaS) that supports
ICS functionality in a decentralized manner. As Fig. 1 shows,
BBICS incorporates a hybrid blockchain architecture, which
is designed to enhance the overall performance of the system.
In this architecture, confidential and critical data are stored
and processed on the blockchain, which provides a secure and
tamper-proof storage environment. Meanwhile, non-sensitive
data is handled off-chain to maximize system efficiency.
Instead of storing streams of telemetry data on the blockchain,
this architecture utilizes time-series databases to efficiently
handle the vast data streams generated by sensors. As teleme-
try data does not typically contain confidential information
such as device addresses, ownership details, credentials, and
specifications, it does not necessarily need to be stored on
immutable ledgers.



Fig. 1. Blockchain-Based ICS’s architecture.

The blockchain creates a peer-to-peer (P2P) network where
peers verify transactions and synchronously update ledgers.
This network is highly configurable, offering options for the
numbers of peers, the consensus algorithms, and the network
policy. To achieve a secure and reliable system, the ICS logic
is encoded in smart contracts, which are executed by peers
within the network. This logic includes a range of functions
such as verifying transactions and executing commands. By
implementing the ICS logic in smart contracts, the system can
operate with a high level of reliability and autonomy, as the
logic is securely and transparently executed by the network of
peers. The logic contains:

• ICS network management: An ICS network is
comprised of various industrial devices, sensors,
and actuators such as heating, ventilation, and air
conditioning (HVAC) systems and solar panels. The
requirements and behaviors of devices that are connected
to the network can vary significantly. For example,
different devices communicate with services and
applications within the network using various protocols
such as Modbus (https://modbus.org/) and OPC UA
(https://opcfoundation.org/about/opc-technologies/opc-
ua/). Additionally, devices must operate under particular
conditions. For instance, a smart meter requires
lightweight communication without encryption to
preserve battery life, whereas an HVAC control system
requires a continuous supply of power. To this aim,
connectors such as gateways provide an interface
connection to the blockchain network and contribute to
encryption, device aggregation, and data collection.

The use of blockchain technology has brought sig-
nificant improvements to the security of network con-
nectivity. In the design of BBICS, the blockchain gen-
erates connection configurations and updates connectors

through an Over The Air (OTA) mechanism. This means
that the system can remotely update and manage configu-
rations, without requiring physical access to devices. The
configuration specifies connection protocols, certificates,
connected devices, and sensors. By using a decentralized
configuration management system, the design offers an
advanced security mechanism that mitigates single point
of failure and ransomware attacks. This is achieved by
synchronizing peers to hold configurations in ledgers and
provide them through endpoints.

Smart contracts are an essential component of the
platform that manage one or more networks of control
systems. They are used to register, delete, and update the
connections and specifications of devices. Additionally,
smart contracts can enforce control and security policies
on transactions, restricting certain changes. For exam-
ple, a smart contract may limit the number of devices
connected to a gateway. By deploying smart contracts
on peers, the system can decentralize security policy as-
sessment, hence increasing the resilience of ICSs against
ransomware attacks.

• Access control: BBICS uses a Decentralized Role-Based
Access Control (DRBAC) system. This system encodes
access control policies such as permissions and roles in
smart contracts. By using DRBAC, access control policies
can be enforced in a decentralized manner, reducing the
risk of a single point of failure and enhancing the security
of industrial control systems.

DRBAC adds several defense layers that mitigate
ransomware attacks. First, DRBAC replicates permission
and access control policies within peers, unlike tradi-
tional ICSs that manage accesses in a central system.
Replication removes single points of failure and make
ICSs resistant to ransomware attacks that disable key
services. Second, DRBAC employs a consensus mecha-
nism, which verifies authorizations via a voting approach.
Ransomware can tamper accesses if and only if over 50%
of the peers are compromised, which is less likely to be
feasible than with a centralized approach.

• Control signals: These signals are often issued by oper-
ators and delivered to actuators or devices. For instance,
signals can change fan speed and thermostat in HVAC
systems. Our proposal encodes signal control policies
in smart contracts and processes signals using a con-
sensus algorithm. As Fig. 2 shows, businesses define
customized policies. For instances, a HVAC system pre-
vents fan coil commands when the fan is off because
a coil without a fan does not change ventilation. De-
centralization mitigates malfunctions due to processing
of transactions in multiple peers. Requests are circulated
within trusted peers and verified through a Raft consensus
algorithm [19]. A verified transaction records a block in
the ledger and publishes the signal to a message-queuing
bus. Messages are organized in private channels that are
assigned to devices and connectors.

• Certificate management: The BBICS architecture stores



Fig. 2. Certificate-based messaging.

certificates on a decentralized blockchain. Fig. 2 illus-
trates how the blockchain layer issues and records X.509
certificates for devices and connectors during registration.
This blockchain acts as the trusted source for issuing,
revoking, and renewing certificates required to encrypt
and decrypt data and establish a connection to the cloud.
Only certified devices can publish data to the messaging
bus, and any control signal issued by an operator is only
accessible to certified devices. The messaging bus and
blockchain work together to verify devices through their
unique identifier and certificates.

IV. EVALUATION

Our BBICS was assessed in terms of performance and
reliability in the event of a ransomware attack, utilizing four
different test scenarios. Typically, a decentralized blockchain
network would involve peers and orderers that are launched
on separate physical devices. However, due to resource limita-
tions, we established a blockchain network on a system with
a CPU Intel Core i5@3.2GHz, 12G DDR4, and 256GB hard
drive, while resource management was handled through con-
tainers. This simulation involved sharing physical resources
among peers while excluding network latency.

The test scenarios utilize variables such as the number of
peers (the higher the number, the more secure the system), the
types of requests (read, write, modify), the number and rate
of requests, and the number of peers that are removed (due to
a ransomware attack). The purpose of these test scenarios is
to evaluate the impact of a ransomware attack on the system’s
performance and availability. Specifically, we assume that two
out of five peers are compromised by the attack, resulting

in their disconnection from the BBICS. This is a critical
aspect to consider in assessing the side-effects of a ransomware
attack, as it can severely disrupt the system’s operations and
compromise sensitive data.

A. Performance

The system’s responsiveness to requests is evaluated through
the measurement of its efficiency. To accomplish this, two test
scenarios are used to determine the average execution time in
the load situation when a ransomware attack occurs. As Eq. 1
shows, the execution time represents the entire duration from
when a request is sent to when a response is received.

Execution T ime = Request T ime−Response T ime (1)

Test Scenario 1: The performance of the system was
evaluated by measuring the time required to complete 200
requests at a higher transaction rate (loaded system) when no
attack occurs (five peers) and when two out of five peers are
detached due to ransomware attacks. These requests included
reading, writing, and updating, with rates of 60, 8, and 14
requests per second, respectively. To prevent request failure,
the system dynamically adjusted the rate. Table I presents the
results, which demonstrate that the system remains stable even
when two peers are disconnected, albeit with slightly slower
processing of write transactions on average.

TABLE I
EXECUTION TIME (S) FOR 200 REQUESTS, WITH RATE IN HZ.

Peer Orderer Action Rate Slowest Fastest Average (s)
3 1 Read 60 0.7 0.1 0.4
5 1 Read 60 1.0 0.6 0.8
3 1 Write 8 19.6 1.4 8.8
5 1 Write 8 15.6 1.1 7.8
3 1 Update 14 9.6 0.4 6.0
5 1 Update 14 11.8 0.3 7.3

Test Scenario 2: In ICSs, sending control signals is a crucial
task. The second test scenario assesses BBICS’ stability after
a ransomware attack by feeding 100 control signals into the
blockchain network every 30 seconds. These signals read the
device status from the ledger and update the ledger based on
the command. This sequence is more complex than the update
command. The findings of this test, presented in Table II,
indicate that the system’s performance is minimally impacted
by missing peers.

TABLE II
EXECUTION TIME (S) AVERAGED OVER 100 CONTROL SIGNALS.

Peer Orderer Request Average (s)
3 1 100 13.5
5 1 100 13.8

B. Reliability

Reliability measures to what extent the system operates
without failure in case of ransomware attack. Reliability is
computed through the following metrics:



• Mean time to failure (MTTF): the average time between
two failures.

• Rate of failure occurrence (ROCOF): the average number
of failures per second.

Test Scenario 3: In order to simulate a ransomware attack
that infects a peer and terminates processes, a scenario was
created in which two out of five active peers were detached
at runtime. Since each peer is contained separately, detaching
a peer’s container immediately removes it from the network.
The experiment involved feeding 1000 transactions into the
network at a rate of four transactions per second, which
consumed 50% of disk resources, 80% of the CPU, and 40%
of RAM to ensure that sufficient physical resources were
allocated to peers. This total resource usage of the system
included around 20% dedicated resources to the operating
system. After 200 transactions were sent, two peers were
disconnected manually.

After analyzing the logs of the peers, it was found that the
remaining peers were able to process transactions and update
the ledger even after the removal of two peers. Furthermore,
the three remaining peers successfully processed the remaining
800 transactions, resulting in zero MTTF and ROCOF in this
test scenario.

V. CONCLUSIONS

In conclusion, ransomware is a significant security threat
in the field of industrial control systems. To address this
concern, this paper proposes a hybrid P2P ICS architecture,
called BBICS, that utilizes Hyperledger Fabric’s blockchain
to protect ICSs from ransomware attacks while handling
large data streams of sensor data. BBICS defines control and
management policies in smart contracts, which are replicated
across distributed peers. Critical data is encrypted and stored
in ledgers that are synchronized in the P2P network. Through
data and process replication, as well as zero-trust device
management, the system is resistant to ransomware attacks and
single points of failure. The conducted test scenarios establish
BBICS’s reliability and performance, even after a ransomware
attack affecting 40% of the system’s peers.

In terms of responding to ransomware attacks, blockchain
can be used to create smart contracts that trigger predefined
responses in the event of an attack. In terms of recovery,
blockchain technology can improve the process by implement-
ing an agent that automatically generates an alternative peer
in a safe and secure location whenever a peer is compromised
due to a ransomware attack. This alternative peer can then be
used to quickly and securely restore the ICS to its previous
state.
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