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Abstract.  This paper proposes extending semi-supervised learning by allowing 
an ongoing interaction between a user and the system. The extension is in-
tended to not only to speed up search for relevant aircraft engine maintenance 
records but also to help in improving the user’s understanding of the problem 
domain. After the user has identified a small number of relevant records, the 
system produces a description which generalizes their common properties. If 
the user is satisfied with the description, the system retrieves more potentially 
relevant records. The user critiques the items returned, labeling them as relevant 
or not. The system  updates the description using this new labeling information 
and retrieves more records. The process continues until the user is satisfied that 
most relevant records have been found. To validate the efficacy of the ap-
proach, a set of related maintenance records are collected using the system. 
These records are compared to those collected without system support. 

1   Introduction 

This paper proposes to extend semi-supervised learning to allow labeling to be an on-
going process. In the standard approach, information from a large number of unla-
belled examples is used to try to overcome poor classification due to a relatively small 
number of labeled examples. Here, unlabelled examples are also used but instead of a 
fixed set of labeled examples, the user progressively labels more of them as search 
continues.  Another important difference is that, unlike other semi-supervised learning 
algorithms [2,6,10], the system generates a description of the common properties of 
the relevant records. This is advantageous for a number of reasons. Extracting the es-
sential properties of relevant records helps the user to understand the domain and to 
confirm that the right records have been found. The description is also useful as a ba-
sis  for finding a different set of related records in the same domain. Further, in this 
application at least, the description forms the basis of an SQL query which actually 
retrieves the records from the relational database where they are stored. 

Although existing semi-supervised learning algorithms might be easily extended to 
make them incremental, it would be much harder to modify them to generate the de-
scriptions needed here. Instead, clustering, a traditional unsupervised learning 
method, is used to generate a tree that represents the degree of similarity between re-



cords. This tree, in conjunction with labeling information supplied by the user, is used 
to identify additional relevant records and to guide how rule generalization is applied 
to these records to generate the description. 

The main motivation for this research is the construction of parametric models for 
fault prediction in turbofan engines on commercial aircraft [9].  Commercial aircraft 
are costly to maintain. Unscheduled maintenance can increase costs considerably. 
Failures are often detected while the aircraft is being readied for the next flight. The 
resultant delays produce customer dissatisfaction and a loss of profit, perhaps to the 
point where all profit for an individual flight is wiped out.  If the airport does not 
carry the necessary part in stock, a new part may have to be flown in, increasing de-
lays and costs further. Any advanced warning of component failure, which allows re-
pair at a more appropriate juncture, would be of great benefit to an airline.  

To support fault prediction, we have access to a large database of maintenance re-
cords. But before fault prediction models can be constructed, it is necessary to iden-
tify which maintenance records refer to which parts being replaced. Each record con-
sists of a number of related forms which in turn describe the problem first being 
noticed, the action taken to correct the problem, the part removed and the part that re-
placed it. What makes the task difficult is that not all the forms are filled out com-
pletely on every occasion.  Sometimes information is missing; sometimes it is entered 
into the wrong field. The problem is exacerbated as several different part numbers 
may be used: the manufacturer’s, the airline’s or possibly numbers from other 
sources. The numbers are not always entered completely; additional numbers are of-
ten included, indicating such things as revision levels. Surprisingly, however, there is 
no real ambiguity in the part that was actually replaced. There are free text fields  in a 
couple of  the forms and the mechanics are careful to detail the action taken.  

Once the maintenance record has been located, a user who has sufficient  familiar-
ity with the domain will have little doubt in which part was replaced.  The difficulty 
lies in writing a query that returns the appropriate records. Locating relevant records 
is invariably an iterative process; seldom does an initial query return exactly what the 
user requires. In the approach proposed here, the user constructs a simple description 
of at least some of the relevant records. The system converts this into an SQL query 
and retrieves matching records. The user critiques these records by labeling the rele-
vant ones as positive and the irrelevant ones as negative. The system uses this infor-
mation to generate a new description. This the user studies, possibly altering it if ap-
propriate. It is then used to generate a new query and retrieve more records. This 
process repeats until the user is satisfied that all, or at least a significant fraction, of 
the relevant records have been returned.   

This approach to finding relevant records should be useful to support fault predic-
tion modeling in other domains where the down time of equipment is expensive. For 
instance, in mining and quarrying the heavy trucks often operate 24 hours a day and 
having one out of service is a serious and costly problem. This approach should also 
be useful in applications not part of a larger data mining process. There are certainly 
many situations in which humans collect related records. It might be important to find 
medical records where patients of similar age have similar symptoms, for example. 
Another example is configuration management. It might be useful to gather  engineer-
ing change orders, either for hardware or software, based on the types of problem that 
lead to particular changes. 



2   Supporting a User’s Search 

This section begins by describing in detail the user interface and how it might be used 
to search for a set of relevant maintenance records.  It then discusses the background 
processes that support search and how they are initiated as a result of user actions. 

2.1   The User Interface 

The user interface, shown in Figure 1, is divided into three main parts. At the top is a 
series of buttons that in turn control the clustering (“Cluster”),  the generation of the 
description (“Match”), the retrieval of the records (“Query”) and the ability to back-
track (“Restore”), at present only to the beginning of search. The upper small table 
shows the description. The large table occupying the lower three quarters of the inter-
face displays a scrollable list of the individual records that meet the current descrip-
tion. At the beginning of search the description is empty and the list includes all of the 
maintenance records detailing problems with aircraft engines. For each record, the 
first three fields indicate the record number, the aircraft on which the problem oc-
curred and the date when it occurred. The next two fields give the manufacturer’s part 
number both for the component that was installed and for the component that was re-
moved. The next two fields give the standard industry number (called the Item Id) for 
both the installed and removed component. Lastly, there are two free text fields, the 
first entered by the mechanic who noticed the problem and the second by the me-
chanic who fixed it. 

The description table has equivalent fields for the four part numbers and two text 
entries. The user can add information directly to these fields and press the “Query” 
button to retrieve records that match the resultant description. Alternatively, the user 
can label individual records by pressing the left or right mouse button for positive or 
negative labels respectively (the middle button removes the label). When the “Match” 
button is pressed, a description is generated automatically from the labeling informa-
tion.  The user can modify it, if desired  Each row of the description table is a single 
disjunct and pressing the “Query” button returns the union of the records for each 
row. By clicking the mouse at the beginning of any row, the records that match only 
that disjunct are retrieved. 

Typically, from the author’s experience of searching maintenance records using the 
new system,  a user starts with a very simple description, perhaps even a single term. 
The user studies the matching records to see if they are relevant. If it is clear from the 
records what common characteristics define relevancy,  the user might add extra 
terms manually to the existing description. If is not clear, the user would label the 
items that are clearly relevant or irrelevant and review the description generated by 
the system. Again, the user might directly modify the description or allow the system 
generated description to expand the search.  We would anticipate that, particularly in 
an unfamiliar domain, initially the user would depend on  the system to control  the 
search. However, as familiarity is gained, the user should have more confidence in 
modifying the description directly.  

Search ends when the user is satisfied that a sufficient proportion of the relevant 
records have been found. What constitutes sufficient is problem dependent. In this 



application, it is important to have nearly all the relevant records. The records form 
the basis of training data for additional leaning algorithms to extract fault prediction 
models. More examples tend to produce more accurate models. A more general con-
cern, likely also true in other domains,  is that if a significant number of relevant re-
cords are missed there is a danger they may concern problems of a single type and 
thus an important problem class may be overlooked. 
 

 
 

Figure 1: The User Interface. 

2.2   Background Processes 

There are three essential background processes: clustering the maintenance records; 
labeling new potentially relevant records by spreading activation;  generating the de-
scription shown to the user through rule generalization. 
 
Clustering the Records. A central data structure used by the system is a tree gener-
ated by clustering all the maintenance records. The simple agglomerative clustering 
algorithm “agnes” [7] is used. This takes the two most similar items and combines 
them into a cluster.  The next closest pair, which may be two items or one item and 
the existing cluster, are combined to form a new cluster. This is repeated combining 
items and/or clusters until a single cluster remains. This results in a binary tree whose 
leaves are the individual items. Figure 2 shows the result of clustering a small sample 
of maintenance records. The numbers at each leaf are the particular record numbers  
The position on the y-axis of the horizontal lines indicates the degree of similarity 



when  two clusters were merged. At the bottom, close to the leaves, the records and 
the resultant clusters are similar. As we move up the tree, similarity decreases. In this 
example there are two main clusters, on the left and right of the dashed line, with 
smaller internal sub-clusters. 
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Figure 2: The Binary Tree. 

 
The agglomerative clustering algorithm requires a similarity measure, which in this 

application is based on comparing records field-by-field, term-by-term. For each term 
in one record, we find the best matching term from the same field in the other record. 
Although an exact match gives the largest score, lower scores are obtained if terms 
share a common prefix. This is useful not only for part numbers, where leading digits 
are typically the most important, but also for free text, where words are often abbrevi-
ated by leaving off the endings. Text is further processed by removing “stop words” 
and any periods occurring in acronyms. Vowels are removed (e.g. VLV = VALVE) as 
they are often left out in the “short hand” the mechanics use. The total score is then 
just a count of the number of matching characters. The results are normalized to range 
from zero to one by using a sigmoid squashing function (2*(1-1/(1+1.1^-x)). The tree 
produced by the clustering algorithm is loaded into the system prior to any search. 
Each internal node, representing a merge point, includes the similarity measure; each  
leaf includes the corresponding record number. 
 
Labeling by Spreading Activation. When the user adds positive and negative labels 
to records, by clicking the mouse buttons, these are also recorded at the appropriate 
leaves in the tree. Leaves corresponding to unlabelled records are left unassigned. 
When the user presses the “Match” button, spreading activation is used through the 
tree to label both interior nodes and unassigned leaves. The process is analogous to 



current flow through a resistor network where the resistor values are determined by 
the similarity measure. A positive label is equivalent to connecting all positively la-
beled leaves to a positive voltage source and a negative label to connecting all nega-
tively labeled leaves to a negative voltage source. Figure 3 gives a very simple exam-
ple, where the user has labeled records 1 and 2 as positive and 6 as negative. The 
current flow through the resistors determines the voltage at any node and therefore the 
label for the leaves representing the unlabeled records.  In this example, if the simi-
larities are roughly equal we would expect record 3 to be labeled positive and records 
4 and 5 negative. Interior nodes also have a weak negative bias, indicated by the dot-
ted connections. This allows classification of records when there are only positive la-
bels and controls the level of generalization.  
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Figure 3: A Resistor Network. 

   
Generating a Description.  Once all nodes in the tree have been labeled, each sub-
tree containing only positive nodes is used to generate a disjunct in the description. 
Beginning at the leaves of each subtree, pairs of records are generalized by finding 
common terms. This is done in exactly the same way as the similarity measure was 
calculated, such as removing vowels and matching prefixes (e.g. RPL matches 
REPLACED, more examples are given in section 3). The generalized terms (e.g.  
RPL) now form a conjunctive rule.  The rule is further generalized by combining it 
with rules from other generalized records, or with other new records directly. The 
process terminates when the root of the subtree is reached or there is no generalization 
of sufficient complexity possible (a rule must contain at least 10 characters to prevent 
trivial matches). In the latter case, rules from lower down the subtree are used. The 
resulting disjuncts are shown to the user on separate lines of the description table. 
Once the user is happy with the description and presses the “Query” button, the de-
scription is converted into an SQL query which retrieves matching records from the 
database.  If the new description does not expand the search sufficiently, the “Gener-
alization” slider at the top of the interface can be used to decrease the negative bias. 
This tends to increase the effect of positive labels and therefore generalization. 



3   Experimental Validation 

To experimentally validate the system and to show that some speed up is obtained, a 
search carried out previously by the author is repeated using the system. The airline 
had identified a number of components that were felt to be particularly costly in terms 
of maintenance.  Relevant records had been found previously by querying the data-
base directly using SQL queries constructed by hand. The system was built in part 
with the aim of making this process easier and faster. The rest of this section details 
the search for records about the replacement of the “low power turbine cooler valve”,  
typically represented by the acronym LPTC. 

On opening the interface, the system displays the nearly 2000 records representing 
all maintenance records dealing with engine problems.  It is somewhat laborious to 
study so many items and the list is easily reduced by entering a simple description. 
Two numbers supplied by the airline C25149000, the manufacturer’s part number, 
and 75-20-0115, the item id, are entered on separate lines in the description table. 

C25149000    

 75-20-0115   

The two text fields are left blank. In this discussion, the tables show only numbers 
for the installed part. Although the numbers can differ for the removed part, they are 
often the same or  missing altogether. So they are not shown for ease of exposition. 
After pressing the “Query” button, 19 records are retrieved, 3 matching on the manu-
facturer’s part number and 16 on the item id. So far there is little difference from the 
process carried out by hand, one minor advantage is that it is not necessary to write an  
SQL query. Marking all records as positive and pressing the “Match” button produces 
four disjuncts. The first two correspond largely to the original information entered by 
the user although they were generated by generalizing actual records.  

C25149000 2600000005654  LPT_C 

 75-20-0115-00   

 One difference is that the first disjunct includes a new Item Id. (2600000005654) 
along with the manufacturer’s number.  This number is actually the airline’s own 
number rather than the industry standard number we were given. The discovery of 
such commonly used additional numbers is an important part of understanding the 
domain. This information did appear in the records returned by hand crafted SQL 
queries, but the information was buried in the fields of some of the records. The acro-
nym LPT_C also appears, the underscore indicating a possible vowel. The reason for 
this is made clear if we look at  the free text from two of the 19 records. 
 
Maintenance Action 1: REPLACED RH LPTC VLV AS PER AMM FADEC CKC 
CARRIED OUT 
 
Maintenance Action 2:  LPTACC CHANGED  
 

The component typically written as LPTC, as in the first example, is sometimes 
written as LPTACC, as in the second example. This is generalized by dropping the 



extra C and allowing a possible vowel as the fourth letter. The second pair of dis-
juncts are more general than those entered by the user.  The first generalizes the item 
id; the second uses only the free text fields. Matching on all four disjuncts returns  25 
records, an additional six potentially relevant ones.  

 75-20-011     75-20- ENG  R_PL_C V_LV 

  VLV CH_NG CH_N LPT_CC   T_ST 

Unfortunately, three of the records refer to the wrong component. This is due to the 
first disjunct being over-generalized. The Item Id. 75-20-011 is the prefix for both the 
“high power turbine cooler valve” and the “low power turbine cooler valve”. The text 
fields do not help. The second free text field identifies a valve (V_LV), but both com-
ponents are valves.  The next disjunct is not over-generalized, it specifically mentions 
changing (CH_NG) the LPTC. When the incorrect records are marked as negative, all 
others as positive, and the “Match” button pressed, a new set of six disjuncts is re-
turned. Most notably the offending over-generalized disjunct has disappeared. (NB 
the first two disjuncts continue to appear in the user interface until the end of search 
but won’t be specifically listed from now on).   

Here the new Item Id. appears again but now accompanied by a different manufac-
turer’s part number (C24792000). Again the system has highlighted variations in the 
numbering system not mentioned by the airline. Pressing the “Query” button retrieves 
30 records all referring to the correct component. The success of the other disjuncts is 
primarily due to including some variant of the acronym LPTC in the last field, al-
though terms like changed (CH_NG) are important to make sure the component was 
actually replaced. Marking all records as positive and  pressing the “Match” produces 
7 disjuncts. The most useful change is the generalization of the first of these disjuncts 
by relying only on the newly identified numbers and removing all text terms.  The ex-
tra disjunct (5th row) does little to improve search. 

C24792000 26000000005654   

  75-20- LPTC CH_CK LPT_C 

  75-20- ENG LPT  CH_NG ENG LPTC V_LV 

  VLV CH_NG CH_N LPT_CC T_ST 

  CH_N R_P_RT V_LV CH_N S_RV T_ST 

    By pressing “Query” again, 35 items are retrieved.  The system did not generalize 
sufficiently to find more relevant records after marking these 35 as positive. Using the 
“Generalization” control tended to over-generalize, matching again on the “high 
power turbine cooler valve”.  Generalizing a couple of the existing disjuncts, by 
manually removing terms from the first text field, retrieved a total of 46 records. 
Finding more records by removing terms from the problem description may indicate 
that it was initially wrongly diagnosed and only when a repair was carried out did  the 

C24792000 26000000005654 V_LV LPT 

  75-20- LPTC CH_CK LPT_C 

  75-20- ENG LPT CH_NG ENG LPTC V_LV 

  VLV CH_NG CH_N LPT_CC T_ST 



component at fault become clear. The total number of records found was one more 
than had been identified in the original manual search.  But two of the records were 
incorrect, although they both mentioned an LPTC, one that was changed earlier and 
one that would be changed later.  But overall, the system helped the user quickly find 
relevant records and identified many of the essential terms that were important in the 
domain. 

4   Limitations and Future Work  

Having the user critique records returned by a query might be viewed as a form of 
relevance feedback [3,4] used extensively in information retrieval. Another similarity 
is that many such systems use spreading activation to find potentially interesting 
documents [8]. The large body of research into relevance feedback will undoubtedly  
prove to be a useful source of ideas to improve the retrieval of maintenance records.  

Clustering has had somewhat mixed results in information retrieval [5]. So one 
question warranting further investigation is why it has worked in the experiments dis-
cussed here. One answer is that there are significant differences between the applica-
tion  presented here and the general information retrieval task. Firstly, the records 
consist of multiple fields of different types not only free text  Secondly, the text is 
much more constrained, being limited to a narrow domain, than the text encountered 
more generally in documents. Thirdly, this paper has strongly stressed the importance 
of generating a description not normally a concern in information retrieval.  

As part the investigation of the effectiveness of clustering, it would be worth look-
ing at  how sensitive the system is to the choice of clustering  algorithm. This would 
involve experiments with other commonly used algorithms [7] and perhaps with other 
more experimental ones [11].  At present, clustering is done only once but it still  ex-
tracts useful structure that can be used to find relevant records. It might be advanta-
geous, however, if the clustering took into account the labeling information [1]. How-
ever, repeating a standard clustering algorithm every time a user labels new records 
would be computationally very expensive. It would be worth investigating if fast, lo-
cal modifications to the clusters in response to new labels would be sufficient.  

The system found most of the relevant records without direct modification of the 
description by the user.  To find the last 25% of the records, the user experimented 
with different generalizations of disjuncts already found by the system. Finer “Gener-
alization” control, allowing the user to specify that only particular disjuncts should be 
generalized, should help this last exploratory stage of the search. So far records have 
been compared field by field. But quite often information was  entered into the wrong 
field.  In addition, particularly with text fields, similar terms might be quite correctly 
used in different fields. A simple extension would be to look for terms in other fields 
but reduce the matching score appropriately. This would require a more complex type 
of description, requiring disjunctions at the term level. But such disjunctions, and per-
haps negations, would be useful anyway, producing more compact descriptions which 
should  be more easily understood by the user. 

The primary aim of this work is to speed up a user’s search. The description is also 
meant to be an important aid to understanding the domain. The process has been so 



far been evaluated by comparing it to prior experience when doing search by hand.  
More extensive experiments, ideally with many human subjects, would be the ulti-
mate way of verify the goals have been met.  The amount of effort needed though is 
not warranted at present but more experiments by the author with other parts from 
aircraft engines will be carried out in the near future.  In the longer term, experience 
in  working in a completely different domain would give greater confidence in the 
generality of the approach. 

5   Conclusions 

This paper has demonstrated a system that helps users find relevant records in a data-
base containing a very large number of irrelevant ones. It also provides  a description 
of what makes a record relevant. This helps the user to understand the domain and to 
be confident that the records found are indeed relevant.  
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