Nuclear decay or light-emission of excited atoms

Number of atoms doing a transition in time interval [t, t+Δt]:

N(t) * R * Δt

where N is the number of atoms considered, and R is the transition rate.
We get the differential equation:

ΔN = - N(t) * R * Δt   or    N’(t) = - N(t) * R

The solution of this equation is

N(t) = N(0) * exp (- R* t)

If we consider a single atom, we may ask the question: What is the probability that after time t the atom is still in its initial state (has not done a transition yet) ? – We get the answer by dividing the above equation by N(0):

P(t) = exp (- R* t)

Markov Processes

The atom is a Markov process (memoryless property): we do not have to know its past history to predict its future behavior, the only thing to know is its current state; not even, when we first entered that state.

Another example: Uranium decay through several intermediate nuclei until a stable nuclei is reached. Simulate the probabilities of being in different states …
Consider a cyclic process: Another example – Periodic Maintenance


[image: image1]
Steady-state equilibrium of a Markov process:

For each state j, the probability of leaving the state is equal to the probability of entering the state : πj Σi Pji  =   Σi πi Pij  
Constraint: Σj πj = 1

where

πi is probability of being in state i

Pij is transition rate from state i to state j (probability of doing a transition over a small time interval divided by the length of that interval)
Based on these equations, we can calculate the steady-state probabilities πi
Note that Σj Pij  is the rate of leaving state i, and Pij is proportional to the probability of going to state j (as compared to going to another state) 
Semi-Markov Processes
Some memory: We remember when we entered the current state. This means that now we can consider that the probability of doing a transition from state i to state j is a distribution which depends on the time period we have been already in state i. For instance, a time-out after a given delay T corresponds to a delta distribution at time T. In a sense, we have one timer in the system which is reset each time we make a transition. So, we cannot remember at what time we entered some previous state.

This last restriction is lifted for Generalized Semi-Markov processes where one can have several independent timers that are reset when the system enters different states.
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