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Abstract—Nowadays, extended state machines are prominent requirements specification techniques due to their capabilities of modeling complex systems in a compact way. These machines extend the standard state machines with variables and have transitions guarded by enabling predicates and may include variable update statements. Given a system modeled as an extended state machine, with possibly infinite state space and some non-controllable (parameterized) interactions, a pruning procedure is proposed to symbolically derive a maximal sub-machine of the original system that satisfies certain conditions; namely, some safeness and absence of undesirable deadlocks which could be produced during pruning. In addition, the user may specify, as predicates associated with states, some general goal assertions that should be preserved in the obtained sub-machine. Further, one may also specify some specific requirements such as the elimination of certain undesirable deadlocks at states, or fail states that should never be reached. Application examples are given considering deadlock avoidance and loops including infinite loops over non-controllable interactions showing that the procedure may not terminate. In addition, the procedure is applied for finding a controller of a system to be controlled. The approach generalizes existing work in respect to the considered extended machine model and the possibility of user defined control objectives written as assertions at states.

Index Terms—Requirements/Specifications, component design and refinement, discrete event control systems, extended state machines, submodule construction and automatic derivation of a component behavior.

1 INTRODUCTION

State machines are often used for modeling the dynamic behavior of reactive systems that interact with their environment. The purpose of such a model is twofold: (1) to provide a blueprint for the implementation of the system, and (2) to define the set of possible interaction sequences, also called traces, that could occur when the system is executed. For the comparison of the behavior of an implementation with the behavior specified by the requirement model, one normally distinguishes two concerns: (a) trace inclusion – are all traces performed by the implementation included in the allowed set of traces specified by the model? - and (b) absence of deadlocks, and the question whether all specified traces can be realized by the implementation (trace equivalence). We note that trace equivalence is often not mandatory.

In this paper we do not deal with simple state machines, but with extended state machines which are state machine models extended with additional state variables of arbitrary type and interactions that may have parameters. In this context, a major state (or simply called a state) corresponds to the state of an extended state machine – it is associated with many (possibly infinitely many) concrete states. A concrete state consists of a major state and a particular valuation of the machine state variables. A transition not only defines a starting and a destination (major) state and the involved interaction, but also includes:

- A predicate, called guard, that must be True for the transition to be executable. It depends on the values of the state variables and parameters of the interaction.
• An action to be performed when the transition is executed. It updates the values of the variables (depending on the previous values and the interaction parameters).

Through the presence of these extensions, the power of expression of these extended state machines is equivalent to the power of programming languages, and therefore many questions concerning their properties are undecidable (in contrast to simple finite state machines for which all interesting questions are decidable). Examples of commercially used specification techniques that employ extended state models include the UML state diagrams, Statecharts, and the Specification Description Language SDL.

In this paper, we make abstraction from input and output and assume that a state machine communicates with another machine (or the environment) through rendezvous communication with interaction interleaving. That is, both machines may perform a transition with a given common interaction when both machines have an enabled transition for that interaction from their current state. However, we consider the possibility that some interactions are non-controllable, that is, they are supposed to possibly occur at certain (or all) states of the machine and they must be accepted at these states, as for instance certain interactions coming from the environment. Having some interactions as non-controllable can be due to various reasons, including limited visibility of the environment.

One way for refining an extended state machine is the construction of a refined sub-machine that is obtained from the original machine by reducing the possible transitions. We assume that the additional constraints on the transitions should be such that some user-defined pruning requirements or goals should be satisfied. These requirements restrict the original machine by introducing stronger guards on transitions, and thus may lead to pruning certain major states and transitions as they become inaccessible from the initial state. In other words, for a major state of the original machine, the designer may specify certain goals that identify the corresponding concrete states that are undesirable at the state and thus should become inaccessible in the refined machine. In our case, these goals are introduced by the user as symbolic assertions at major states of the original machine and thus these assertions are not part nor affect the execution of this machine. In fact, a goal assertion for a particular major state represents a property of the variable assignment at this state that should hold at this state, but which will not necessarily hold during the execution of the machine. By construction, a refined sub-machine satisfies the trace inclusion property in comparison with the original machine. In fact, an assertion at a (major) state initially splits its corresponding concrete states into bad (or undesirable) and OK (or Required, i.e., not bad, but desirable) states depending whether the concrete state satisfies the given pruning requirement, specified as an assertion, at the state or not. However, one of the difficulties that often occurs during the refinement process is that some of the concrete states that are initially considered as OK states become undesirable because they may lead to other bad states, and thus pruning has to continue to make such states inaccessible too. This is not a trivial task as some interactions of the machine are non-controllable.

• Main contribution: The main contribution of this paper is the presentation of a symbolic pruning procedure for extended state machines which can be used to build, from a given (possibly infinite) extended state machine $M$ (over both controllable and non-controllable parametrized interactions), a maximal sub-machine $M'$ that satisfies certain given pruning requirements, also called goals. These requirements are defined by the goal assertions, depending on the local variables of the machine, associated with certain major states of $M$. Whenever the machine reaches one of these states, the associated goal should be True. Thus, concrete states at major states that do not satisfy the associated goal can be regarded as undesirable and should become inaccessible from the initial concrete state through the pruning process. Besides general goals, one can define specific types of goals, such as defining a major state as Fail state, which means that it should never be reached (by defining the associated assertion to be False), or making the concrete states for which there is an undesired deadlock inaccessible. An application example demonstrating the usefulness of introducing user-defined assertions is provided in Section 3.4, and many other simple examples are provided in Section 4.5 to demonstrate certain situations related to loops; for instance show that the pruning procedure may not terminate due to loops over non-controllable interactions. Although we do not deal with liveness conditions in this paper, yet in Section 4.5.2, we informally discuss how certain ideas of the pruning procedure can be adapted for dealing with the problem of liveness conditions, especially loop termination.

We note that the pruning procedure ensures that the pruning process does not introduce any new undesirable deadlocks, although the system behavior may include some so-called final or accepting (major) states in which no further progress is expected.

One application area where such pruning procedures are used regularly is the derivation of controllers for discrete-event systems [1] and submodule construction [2], also called “The unknown component problem” [3]. The most simple system architecture for controller derivation is shown in Fig. 1(a). The behavior of the plant $A$ is given in the form of a state machine, and the behavior of the controller (component $B$) is to be found such that certain states of the plant - which are undesirable - are never reached. These undesirable states, also called Fail states, are defined by the control objective. The controller communicates with the plant through rendezvous interactions through the interfaces $I_{BA}$ and $I_{AB}$. The interactions over the latter interface also involve the system environment named hereafter $S$. The interactions of the controller are classified into controllable and non-controllable interactions. The former can be prevented from happening by the initiative of the controller, while the latter must be accepted by the controller when they occur. The control objective, which should be satisfied by the design of the controller, contains two parts:

1. A subset of the states of the plant, called Fail states, that should never be reached.
2. Constraints on the order of the interactions visible by the environment. Note: This constraint is called specification in the case of submodule constructions (see below).
A more general architecture for controller derivation is shown in Fig. 1(b). Here there are additional interfaces $I_{AS}$ and $I_{BS}$ for direct interaction with the environment $S$ for the plant and the controller, respectively. The most important difference with Fig. 1(a) is that here the interactions at the interface $I_{AS}$ are not observable by the controller, and therefore also non-controllable. Therefore the controller must “play safe”, that is, its behavior must ensure the control objectives for all possible cases of interactions that may occur at the $I_{AS}$ interface. This problem is the same as submodule construction [2–3] where the behavior of (the known) component $A$ is given, as well as the desired behavior $S$ of the system (called specification in submodule construction and defined over the interactions at the interfaces $I_{AS}$, $I_{BS}$ and $I_{AS}$ and $I_{BS}$, which are visible by the environment), and a suitable behavior of component $B$ (unknown component or desired solution) is to be found such that the combined behavior of components $A$ and $B$ satisfies the requirements defined by the desired system behavior $S$. According to Fig. 1(b), for component $B$, interactions $I_{BS}$, $I_{BS}$, and $I_{AS}$ are observable and some of them could be non-controllable.

Solutions to the submodule and supervisory control problems are given for systems modeled as Labeled Transition Systems (LTSs) [1–2], [4], CCS or CSP [5], Mealy FSMs [6], automata [7–10], etc. Application areas include in addition to control and protocol/logic synthesis and derivation of protocol converters [7], [11–12] modular connectors to solve interface mismatches [13], assumptions for software component verification [14], test cases for embedded FSM components [15–16], etc.

- **Second contribution:** We show how the algorithm for controller derivation or submodule construction for finite state machines can be extended to extended state machines with parameterized interactions. In this case, the goal assertions mentioned above may be useful to define the control objectives (e.g. that certain states of the plant should never be reached). We consider the general architecture of Fig. 1(b) with rendezvous communication and interaction interleaving where some interactions may not be controllable or visible by the controller. We present a formula for obtaining the behavior of the maximal solution to the submodule construction or the most general controller over (non-extended, possibly infinite) LTSs. This formula uses operators for constructing machine products, for complementing, and for determination and elimination of certain transitions and states. We show how this formula can be used for extended state machines (ELTS) by defining these operators for ELTS, although the problems of determination and pruning for extended machine model are in general non-decidable – which implies that the algorithm may not terminate.

The paper is structured as follows: In Section 2, we present a simple example which will be used throughout the paper. Section 3 defines a formal modeling framework for extended state machines. We use extended labelled transition systems which include an interaction in each transition. Abstract transition guards and state assertions are introduced. Section 4 contains the definition of the pruning procedure and a theorem stating its correctness. It also contains the discussion of several examples including an example showing that the procedure may not terminate. Section 5 discusses controller derivation (or submodule construction) based on extended state machine models. The required operators on extended state machine models, such as complement, product, and hiding of unobservable interactions is first discussed, and then an example is described in detail. Section 6 includes related work and Section 7 contains our conclusions and proposes extensions of our work.

### 2 EXAMPLE OF A CALCULATOR

As a running application example, we consider a calculator which is modelled as an ELTS as shown in Fig. 2. The calculator has two internal integer variables $acc$ (accumulator) and $reg$ (register), and three (major) states $a$ (initial), $b$ and $c$. The machine has the (non-parameterized) interactions $st$ (store), $out$, $load$ and $add$, and the parameterized interactions $i(p)$ and $o(p)$. Hereafter, transition guards are written in $[\ldots]$, and update statements in $\{\ldots\}$. The transition $st$ leads to state $b$ from where the $i(p)$ interaction is possible and which stores the value of the parameter $p$ in the internal $reg$ variable. Similarly, the $out$ transition is followed by the transition $o(p)$ which is only possible when the parameter value equals the value of the internal $acc$ variable. In a sense, this is an “output” transition since the value of the interaction parameter is determined by the machine. The transition $load$ loads the value of the $reg$ into $acc$, and the transition $add$ adds the value of $reg$ to $acc$.

![Fig. 2. ELTS model of the calculator](image)

### 3 MODELING FORMALISMS

#### 3.1 Labeled Transition Systems (LTSs)

A LTS $M = (S, \Sigma, T, s^0)$ consists of a set $S$ of states, a set $\Sigma$ of interactions (also called alphabet), a set $T$ of transitions and an initial state $s^0$. A transition $t \in T$ is usually written as $t = (s - b - > s')$ where $s$ and $s'$ are states in $S$ and $b \in \Sigma$ is an interaction. The meaning of a transition $t$ is as follows: if the machine is in state $s$ it may execute the transition $t$ by performing the interaction $b$ and changing its state to $s'$, which is sometimes called the *next state* (reached by transition $t$). Traditionally, a LTS is a finite state machine, that is, the sets $S$, $\Sigma$ and $T$ are finite sets. However, in this paper we consider non-finite LTS where the sets $S$, $\Sigma$ and $T$ may be infinite sets. The following definitions for finite LTS also apply to non-finite LTS.
Interaction Sequences: Given an alphabet Σ, an interaction sequence over Σ is a sequence \( (b_1, b_2, \ldots, b_n) \) of interactions \( b_i \in Σ \). We consider only finite interaction sequences in this paper.

Execution sequences: Given an LTS \( M = (S, Σ, T, s_0^M) \), an execution sequence from some state \( s^0 \) to state \( s \) of \( M \) is an interaction sequence \( (b_1, b_2, \ldots, b_n) \) such that there exist transitions \( t_i \in T \) (\( i = 0, 1, 2, \ldots, (n-1) \)) with \( t_i = (s_i - b_i \rightarrow s_{i+1}) \). We say that an interaction sequence \( σ = \langle b_1, b_2, \ldots, b_n \rangle \) is an execution sequence of a machine \( M = (S, Σ, T, s_0^M) \) if there is a state \( s_0^M \) such that \( σ \) is an interaction sequence from \( s_0^M \).

We say that a state \( s \) is reachable in \( M \) if there is an execution sequence that leads to \( s \).

An LTS \( M = (S, Σ, T, s_0^M) \) is deterministic if there are no two transitions from the same state with the same interaction to two different next states. In a deterministic machine, a given execution sequence from some state \( s^0 \) uniquely determines the state reached after the last interaction.

In this paper we consider trace semantics, that is, we are interested in the possible execution sequences of a given machine or system. This means that we consider that the meaning of an LTS model is the set of execution sequences that can be realized by the model. We note that the set of execution sequences of an LTS model is prefix-closed.

3.2. Extended LTS

An extended LTS (ELTS), or extended machine, \( M = (S, V, Σ, T, s^0, \varphi^0) \) is a finite LTS which is extended by a finite sequence \( V \) of state variables and where interactions may have parameters. For simplicity, we assume in this paper that each interaction may have at most one parameter. Let us assume that there are \( n \) state variables, \( V = \{ x_1, x_2, \ldots, x_n \} \). We write \( \varphi^0 = (\varphi_1, \varphi_2, \ldots, \varphi_n) \) for an assignment of values to these state variables. For each state variable \( V_i \) in \( V \), we let \( D_i \) denote its domain and then denote as the domain of value assignments \( D = D_1 \times D_2 \times \ldots \times D_n \).

More precisely, \( S \) is a finite set of (major) states, and \( s^0 \in S \) is the initial (major) state of the machine and \( \varphi^0 \) is the sequence of initial values of the state variables. The transitions \( t \in T \) have the form \( t = (s - b(p) \mid G \uparrow \rightarrow s') \) where \( s \) and \( s' \) are the current and next (major) states of the transition, \( b \) is an interaction with the parameter \( p \), and \( G \) is the enabling predicate of \( t \) (also called guard) which depends on the values of the state variables and the parameter, and \( \uparrow \) is a concurrent update statement which defines new values for certain state variables as functions of the current values of all state variables and the parameter.

The meaning of a transition \( t = (s - b(p) \mid G \uparrow \rightarrow s') \) is the following: If the machine is in (the major) state \( s \) then the machine may make a transition to the (major) state \( s' \) by performing the interaction \( b \) with parameter value \( p \) if the guard \( G \) is true for the current values \( \varphi_i \) of the state variables and the value \( p \) of the interaction parameter \( p \). Note that the presence of the parameter is optional. If the transition is executed the values of the state variables will be changed according to the concurrent update statement up.

It is clear that an extended LTS can be considered as an abbreviated notation for the definition of a (possibly) non-finite LTS, as defined above. Given an extended LTS \( M = (S, V, Σ, T, s^0, \varphi^0) \), an equivalent (possibly) non-finite LTS \( M = (S, Σ, T, s^0) \) is defined as follows. By equivalent we mean that both models define the same set of execution sequences. We use \( \varphi^0 = (\varphi_1, \varphi_2, \varphi'_3, \ldots, \varphi_n) \) for the initial value assignments of the variables.

- \( S \) is the Cartesian product of \( S \) with \( D \), the domains of all the variables. A given concrete state \( s \in S \), therefore, can be written as \( s = (s, \varphi_1, \varphi_2, \ldots, \varphi_n) \). This concrete state corresponds to the state of the extended LTS with major state \( s \) and \( \varphi_1, \varphi_2, \ldots, \varphi_n \) as values of its state variables.
- The initial concrete state of \( M \) is \( s^0 = (s_0^M, \varphi'_1, \varphi'_2, \ldots, \varphi'_n) \).

- \( Σ \) is the set of interactions of the non-finite LTS. It is the union of \( Σ \) the set of interactions of the extended LTS (for the case that these interactions occur without any parameter) with the Cartesian product of \( Σ \) with the domain of the parameter values (for the case that the interactions occur with a parameter).
- We consider a transition \( t = (s - b(p) \mid G \uparrow \rightarrow s') \) in \( T \) if and assume that the guard has the form \( G = g(x_1, x_2, \ldots, x_n, p) \) and the concurrent update statement updates \( k \) variables and is of the form \( up = \{ (x_{i1} := exp_1(x_1, x_2, \ldots, x_n, p); \ldots; x_{ik} := exp_k(x_1, x_2, \ldots, x_n, p); \} \). Then the transition \( t \) stands for the set of transitions in \( M \) of the form \( (s, \varphi_1, \varphi_2, \ldots, \varphi_n) - b(p) \rightarrow (s', \varphi'_1, \varphi'_2, \ldots, \varphi'_n) \) for which the following conditions are satisfied:
  1. \( g(\varphi_1, \varphi_2, \ldots, \varphi_n, p) \) and \( \varphi'_i = \varphi_1 \) if the variable \( x_i \) is updated, that is, if \( i = ij \) for some \( j = 1, 2 \ldots k \), then, \( \varphi'_i = \varphi_1 \) else \( \varphi'_i = \varphi_i \).

We note that parameterized transitions may effectively represent input or output operations. For instance, a transition with interaction \( a(p) \) and the update statement \( x := p \), where \( x \) is a variable represents an input action where the received parameter value is stored in the variable \( x \) for later processing. On the other hand, a transition with interaction \( a(p) \) and guard \( [ x = p ] \) represents an output operation where the value of the \( x \) is made available to the environment since the guard must hold.

Based on this correspondence between the modeling paradigm of extended LTS with variables and interaction parameters, on the one hand, and the modeling paradigm of non-finite (simple) LTS, on the other hand, we will in the following profit from both views: Extended LTS modeling allows us to write down relatively condensed requirements for system components, and the corresponding model of non-finite (simple) LTS allows us to use the theoretical tools that have been developed in this context which allows us to talk about execution sequences, requirements in terms of sets of execution sequences, interaction hiding, and submodule construction.

3.3 State Assertions

We use assertions in the same way as in documentation and verification of software where an assertion introduced at a certain place in the program means that the assertion should be satisfied by the values of the program variables each time that the execution of the program reaches this place. Similarly, given an extended ELTS \( M = (S, V, Σ, T, s^0, \varphi^0) \), we may associate an
assertion $\text{Assr}_s$ with the major state $s \in S$. This means that each time that the major state $s$ is reached during the execution of the ELTS, the values of the variables $V$ should ensure that the assertion is True.

**Definition 1:** Given an extended ELTS $M = (S, V, \sum, T, s^0, \varphi^0)$ and an assertion $\text{Assr}_s$ for the major state $s \in S$, we say that the assertion is **consistent** with the ELTS if for all execution sequences of $M$ that reach the major state $s$ the values of the variables $V$ are such that $\text{Assr}_s$ is True.

For verifying the consistency between assertions and a program, Dijkstra developed the calculus of weakest preconditions for program statements [17]. Given an assignment statement $\text{Assign}$ which assigns an expression $expr$ to a variable $x$ in a program, and assuming that after the execution of this statement the assertion $\text{Assr}$ should hold, Dijkstra defined the weakest precondition of $\text{Assr}$ in respect to $\text{Assign}$ given by $\text{WP}_{\text{Assign}}(\text{Assr}) = \text{Assr}(x/expr)$ where $\text{Assr}(x/expr)$ is the assertion $\text{Assr}$ in which each occurrence of $x$ is replaced by $expr$. He proved that this is the weakest condition which, when satisfied before the execution of the statement, assures that the assertion $\text{Assr}$ is satisfied after the execution of the statement. For a concurrent update statement of the form $\text{up} = \{ (x_1 := \text{expr}_1, x_2, \ldots, x_n), \ldots, (x_{n+1} := \text{expr}_{n+1}) \}$, the weakest precondition $\text{WP}_{\text{up}}(\text{Assr})$ in respect to an assertion $\text{Assr}$ is obtained from $\text{Assr}$ by substituting each occurrence of $x_i$ by $\text{expr}_i$ (for all $j = 1, \ldots, n$). In this paper, we write “$\text{Assr} \circ \text{up}$” for $\text{WP}_{\text{up}}(\text{Assr})$. This notation recognizes that the update statement $\text{up}$ is a mapping from $D$ to $D$, and it means that first the $\text{up}$ mapping is applied to the current values of the variables, and then the assertion $\text{Assr}$ is evaluated on the obtained variable values, that is, “$\circ$” means composition of functions.

We say that an assertion $A$ is **stronger** than an assertion $B$ if $A$ implies $B$, written $A \Rightarrow B$, and $A$ is not equivalent to $B$.

**Definition 2:** Given an extended machine $M = (S, V, \sum, T, s^0, \varphi^0)$, a transition $t = (s' - b(p) [ G ] \uparrow \to s) \in T$ and two assertions $\text{Assr}_s$ and $\text{Assr}_t$ associated with the starting and ending states of the transition, we say that $\text{Assr}_s$ is consistent with $\text{Assr}_t$ in respect to transition $t$ if the following condition is satisfied:

for all values of $x_1, x_2, \ldots, x_n$ and $p$: $\text{Assr}_s \land G \Rightarrow \text{Assr}_t \circ \text{up} (1)$

**Proposition 1:** Given an extended machine $M = (S, V, \sum, T, s^0, \varphi^0)$ and a set of assertions $\{{\text{Assr}}_{s} \mid s \in S\}$ associated with the (major) states of the machine. The assertions are consistent with $M$ if the following conditions are satisfied:

1. $\text{Assr}_{s}$ holds for the initial concrete state $(s_0, \varphi_0)$.
2. For all transitions $t = (s' - b(p) [ G ] \uparrow \to s) \in T$:
   
   $\text{Assr}_{s'} \land G \Rightarrow \text{Assr}_s \circ \text{up}$ in respect to $t$.

This proposition can be easily proved by induction: $\text{Assr}_{s_0}$ is satisfied for the initial (concrete) state $(s_0, \varphi_0)$. When a transition $t = (s' - b(p) [ G ] \uparrow \to s)$ is executed, we can assume that $\text{Assr}_s$ holds. The transition can only be executed when $G$ holds. Therefore $\text{Assr}_s \land G \Rightarrow G$ holds before the execution, and because of condition (2) $\text{Assr}_s \circ \text{up}$ also holds before the execution. Therefore $\text{Assr}_s$ holds after the execution of the update statement of the transition.

We note that consistent assertions are not uniquely determined by the given ELTS – one could, for instance, associate with each state the assertion True. We also note that the assertion associated with an ELTS state that is part of a loop is in fact an invariant for that loop. Some methods for deriving loop invariants are described in [18].

### 3.4 The Example of the Calculator

We consider the calculator of Fig. 2 as an example. It has two variables, $acc$ and $reg$. After the transition $(b - it(p) \{ reg := p \} > a)$ the variable $reg$ assumes the value which was provided as interaction parameter. After the interaction load, the values of the two variables are equal (to the parameter) and subsequent interactions add lead to states where the value of $acc$ is a multiple of the value of $reg$, that is, the assertions $[acc = reg], [acc = 2 * reg], [acc = 3 * reg]$, etc. may hold.

In order to describe this situation in a more systematic manner, one may build a new model by adding an integer variable $n$ which represents the number of successive executions of the add interactions since the last load interaction, plus one. Then we may consider the assertion $[acc = n * reg]$ which holds when the load interaction has been executed. Since this assertion does not hold initially, one may split the (major) state $a$ into two (major) states $a_1$ and $a_2$, as shown in Fig. 3. Now it is easy to show that the set of associated assertions is consistent. For instance, the weakest precondition for the assertion of state $a_2$, namely $[(acc = n * reg) \land (n > 0)]$, in respect to the load transition is calculated by replacing $acc$ by $reg$ and $n$ by the value 1. This gives $[(reg = 1 * reg) \land (1 > 0)]$ which is True. Similarly, we obtain the weakest precondition in respect to the add transition: $[(acc + reg = (n + 1) * reg) \land ((n + 1) > 0)]$ which is implied by $[(acc = n * reg) \land (n > 0)]$. Therefore, this assertion is an invariant for both of the looping transitions load and add.

### 3.5. Sub-machines

As mentioned in the Introduction, our pruning algorithm, applied to an ELTS $M$, results in a sub-machine $M'$ of $M$. In the context of LTS, a sub-machine is defined as follows:

**Definition 3(a) – Sub-machine of an LTS:** An LTS $M' = (S', \sum, T', s^0')$ is a sub-machine of an LTS $M = (S, \sum, T, s^0)$ if $M'$ is obtained from $M$ by pruning (eliminating) certain transitions, that is, if $T'$ is a subset of $T$.

One usually also eliminates all those states of $M$ (together with their outgoing transitions) which become inaccessible from the initial state, that is, $S'$ is a subset of $S$. For ELTSs, we use the following definition:

**Definition 3(b) – Sub-machine of an ELTS:** Given $M' = (S', \sum, T', s^0', \varphi^0)$ and $M = (S, \sum, T, s^0, \varphi^0)$, we say that $M'$ is a sub-machine of $M$ if the transitions in $T'$ are the same tran-
tions as in $T$ except that their guards may be stronger or equivalent.

It is clear that in this case the equivalent (possibly) non-finite LTS $M'$ of $M$ is a sub-machine (LTS) of the LTS equivalent to $M$. We note that the transitions of $M'$ with a guard that is False may be eliminated without affecting the behavior of $M'$, and as in the case of LTS, the major states of $M'$ that are inaccessible from the initial state may also be eliminated together with their outgoing transitions.

In fact, in this paper, we are interested in sub-machines that satisfy certain properties such as assertions that should hold at major states of the sub-machine.

**Definition 3(c) – Maximal sub-machine of an ELTS: $M'$**

The maximal sub-machine of $M$ that satisfies certain properties $C$ if for each sub-machine $M''$ of $M$ that satisfies $C$, $M''$ is a sub-machine of $M'$.

### 4. Deriving a Sub-Machine That Satisfies Some Given Pruning Requirements

In this section we discuss how a given ELTS $M$ can be modified such that certain properties, called pruning requirements, become satisfied. We assume that the modified ELTS $M'$ should be a sub-machine of $M$. In Section 4.1, we explain how we characterize the pruning requirements, and in Section 4.2 we present a pruning procedure which constructs $M'$. Since the problem of finding $M'$ is undecidable in general, the pruning procedure may not terminate for certain given ELTS. A theorem stating the properties of this procedure is proved in Section 4.4. Examples are given in Sections 4.3 and 4.5. In Section 4.5.2, we informally discuss how certain ideas of the pruning procedure can be adapted for dealing with the problem of liveness conditions, especially loop termination.

#### 4.1. Pruning Requirements

We assume that an ELTS $M = (S, V, \Sigma, T, s^0, \varphi^0)$ is given and that the designer wants to obtain a sub-machine $M'$ of $M$ for which certain pruning requirements are satisfied. These requirements are given in the form of assertions that should hold at certain major states. For a major state $s \in S$, the following types of (Goal) assertions can be considered.

**Types of Goal Assertions (or Pruning Requirements):**

1. **General Goal:** The assertion $Goal_s$ should be satisfied each time the major state $s$ is reached.
2. **A major Fail state:** $Goal_s = \text{False}$. This means that the major state $s$ should never be reached. This concept is important for the derivation of controllers for discrete event systems (see Section 5).
3. **No undesired deadlock at $s$:** $Goal_s = \text{enabled}_s$ where $\text{enabled}_s$ denotes the logical or of the guards $G_t$ of all outgoing transitions $t$ from major state $s$. This means that $\neg \text{enabled}_s$ should never be True when state $s$ is reached – therefore at least one transition will be possible from this state. In fact, this goal should apply in all major states, except those that are designated as final or accepting. If the value of the guard $G_t$ of a transition $t$ depends on the value of an interaction parameter $p$, then the condition for this transition would be “there exists a value of parameter $p$ such that $G_t$ is True.”

#### 4.2. The Pruning Procedure

The pruning procedure prunes certain transitions of the ELTS such that the pruning requirements become consistent assertions in the resulting sub-machine. We say that a transition $t$ of the given ELTS $M$ is pruned if a stronger guard is introduced for the transition, or if the transition is completely eliminated. The latter happens if the guard of a transition becomes False, the transition is never executable and thus can be eliminated from the ELTS. Major states that become inaccessible can also be eliminated. Therefore, the resulting ELTS $M'$ is a sub-machine of $M$. We note that $M'$ is the maximal sub-machine of $M$ for which the pruning requirements are consistent.

When this pruning procedure is used for the derivation of a controller, it is important to note that certain transitions of the controller behavior cannot be pruned because their interactions cannot be controlled, such as input interactions from the environment (see Section 5). Therefore we assume here that we know which interactions of $M$ are controllable. Any transition of $M$ that has an interaction that is non-controllable cannot be pruned and must remain as is. We note that the pruning procedure avoids all undesired deadlocks that may be introduced when a transition is pruned.

**Initialization Step:** The initial inputs for the pruning procedure are the following:

1. An initial ELTS $M = (S, V, \Sigma, T, s^0, \varphi^0)$.
2. For each interaction of $M$ whether it is controllable or not.
3. The pruning requirements in the form of goal assertions $Goal_s$ for certain major states $s$, as illustrated above.

The pruning procedure uses a variable called **Problematic** which represents the set of major states for which the required assertion has not yet been checked. Initially, this set contains each state $s$ with an associated $Goal_s$ assertion from point (3) above.

An initial set of assertions $\{ Assr_s \mid s \in S \}$ associated with the (major) states of $M$ is defined as follows. $Assr_s$ is equal to $Goal_s$ if the state $s$ is associated with a Goal, or True otherwise.

**Pruning Procedure:**

**While** the set Problematic is not empty and the associated assertion of the initial state, $Assr_{s_0}$, is not False, take a state $s$ from Problematic and call the procedure prune ($s$) where this procedure is defined as follows:

**Procedure prune (majorState $s$)**

For each incoming transition $t = (s' - b(p) \{ G \} \text{up} \rightarrow s)$ do the following:

**Step 1:** If the interaction $b$ of the transition is controllable:

If $G$ does not imply ($Assr_0$ up), replace $t$ by the following transition (which has a stronger guard):

$t_{\text{up}} = (s' - b(p) \{ G \land (Assr_0 \text{up}) \} \text{up} \rightarrow s)$

Define $Assr_{\text{up}} := Assr \land \neg enabled_s$ or if $s$ is a final or accepting state, $Assr_{\text{up}} := Assr$.

**Note A:** The introduction of the
stronger guard of $G_k$ may lead to a potential undesirable deadlock in state $s'$. Such deadlock is captured by the update $Assr_{s'}(\text{new}) := Assr_{s'} \land enabled_s$ and later in Step (3) $s'$ will be put into the Problematic set if such an update produces a stronger assertion at $s'$.

**Step 2: Otherwise** (if the interaction $b$ is non-controllable): Define $Assr_{s'}(\text{new}) := Assr_{s'} \land \forall p: (\neg G \lor Assr_p \lor Assr_{s'})$. Note: This means that the reachable concrete states of $s'$ should be such that either the transition $t$ is not executable or, after the transition $t$ is performed, the associated assertion $Assr_{s'}$ should be satisfied in the next state $s$.

**Step 3:**

If $Assr_{s'}(\text{new})$ is stronger than $Assr_{s'}$, then
- Update the associated assertion $Assr_{s'} := Assr_{s'}(\text{new})$
- Put $s'$ into the Problematic set.

Note C: We may want to prune more than necessary, that is, we use some $Assr_{s'}$ (stronger) instead of $Assr_{s'}$ (new) where $Assr_{s'}$ (stronger) implies $Assr_{s'}$. We call this non-required pruning. This type of pruning is demonstrated in the Factorial Example given in Section 4.5.

Note D: $s'$ may be further constrained (that is, another “part” (subset of states) of $s'$ may be pruned) when another outgoing transition from $s'$ leads to another problematic state on which the prune procedure is later applied.

Else, then there is effectively no constraining – nothing further to do.

**Note E:** We note that the decision whether $Assr_{s'}(\text{new})$ is stronger than $Assr_{s'}$ is in general undecidable. This decision is important when there are loops in the transition graph in order to determine whether the pruning procedure will loop forever (see examples in Section 4.5).

**EndFor**

**End prune**

**Note F:** The states $s$ for which the associated assertion $Assr$ is False are not accessible from the initial state in the ELTS obtained by the pruning procedure. In certain cases (see for instance Example A-1 in Section 4.5.1) only the initial state may remain accessible – clearly, that is not an interesting solution. If the associated assertion of the initial state, $Assr_{\text{init}}$, is False and no non-required pruning was used, then there is no solution.

### 4.3. A Simple Example: Avoiding Undesirable Deadlocks

The given ELTS is shown in Fig. 4(a). There are two major states with potential deadlocks: states $D$ and $E$. To avoid these deadlocks, the designer may constrain, under point (3) of the Initialization Step, states $D$ and $E$ by defining the corresponding goal assertions $[x = 15 \lor w]$ and $[w]$, and obtain $D$ and $E$, respectively, as shown in Fig. 4(b). Thus, the set Problematic initially includes states $D$ and $E$. Let us assume that interactions $c, d, g$ are non-controllable, while $e, h$, and $b$ are controllable.

Let us assume that we start the pruning procedure by calling the procedure prune $(D)$ as shown in Fig. 4(b). Since the incoming transition $d$ is non-controllable, in Step 2, state $C$ is considered problematic with the required assertion $Assr_{C}(\text{new}) = [x = 14 \lor w]$, and the procedure prune will later be called for $C$ while the associated assertion is $Assr_{C}(\text{new}) := [x = 14 \lor w]$.

We now continue the pruning procedure by applying prune to the second initially problematic state $E$ which now has the associated assertion $[w]$ as described above and shown in Fig. 4(b). The incoming transition with the (controllable) interaction $h$ is a self-loop without any update action. Therefore, the assertion $[w]$ (for starting and ending state) is consistent with this looping transition. The $g$-transition is another incoming transition to state $E$. Since we assume that this transition is non-controllable, the pruning process would have to continue. The constraint of the $g$-transition would be transferred to the state $C$ which would be constrained by the additional stronger assertion $[w]$; this constrained state is called $C$ in Fig. 4(c). When this state is processed, as the incoming $c$-transition is non-controllable, then state $B$ must also be constrained to $[w]$, and corresponding state $B$ becomes problematic with the additional constraint $[w]$ obtained in Steps 2 and 3, respectively.

Then, the (controllable) incoming $b$-transition to $B$, with the associated assertion $[w]$, is processed and according to Step 1, the required guard for this transition becomes a contradiction as it includes $[w]$ and $[\neg w]$. Therefore, this transition must be completely eliminated. Note, if interaction $b$ was non-controllable, then the starting state of this transition must also be eliminated. However, since this state is the initial state, this means that there would be no solution to avoiding possible deadlocks.

![Fig. 4. Simple example. (a) The given ELTS, (b) After dealing with the problematic state $D$, (c) After dealing with the problematic states $E$ and $C$.](image-url)
proposition.

**Theorem 1:** Given an ELTS $M = (S, V, \Sigma, T, s^0, \mathcal{P}^0)$ for which certain transitions may be uncontrollable, and with goal assertions for a subset of the major states. Let $M' = (S', V, \Sigma, T', s'^0, \mathcal{P}')$ be the ELTS obtained by applying the pruning procedure of Section 4.2 to $M$, and let $\{ \text{Assr}_s \mid s \in S' \}$ be the set of associated assertions obtained when the procedure ends. If the procedure terminates and the associated assertion of the initial state, $\text{Assr}_{s_0}$, is not False, we have the following properties:

1. $M'$ is a sub-machine of $M$.
2. $\{ \text{Assr}_s \mid s \in S' \}$ is a consistent set of assertions for $M'$.
3. For all major states $s$ for which a goal assertion $\text{Goal}_s$ was given in the Initialization Step, $\text{Assr}_s$ implies $\text{Goal}_s$.
4. The pruning algorithm does not introduce any new deadlocks at major states.
5. $M'$ is the maximal sub-machine of $M$ that satisfies properties (3) and (4) above, i.e., for every sub-machine $M''$ of $M$ that satisfies properties (3) and (4), $M''$ is a sub-machine of $M'$.

**Lemma 2:** During the execution of the pruning procedure, each time the prune $(s)$ procedure terminates after processing a major state $s$, we have for all transitions $t = (s' - b(p) \lnot G \uparrow \neg s)$ that are incoming to $s$ that the associated assertions $\text{Assr}_s$ and $\text{Assr}_t$ are consistent with transition $t$.

**Proof:** If the interaction $b$ is controllable, the additional guard ($\text{Assr}_t \circ \uparrow u$) introduced in Step 1 ensures that $\text{Assr}_t$ is satisfied after the execution of the transition. Therefore (according to Definition (2) in Section 3.3.1) $\text{Assr}_t$ and $\text{Assr}_s$ are consistent with transition $t$, even if $\text{Assr}_t$ is strengthened in Step 3 according to the assertion defined in Step 1. If Step 2 is executed, i.e., $b$ is non-controllable, $\text{Assr}_t$ (updated in Step 3 according to the assertion defined in Step 2) implies ($\lnot G \lor \text{Assr}_t \circ \uparrow u$), which means that $\text{Assr}_t$ is executable then $G$ is True; and thus the associated assertions should be satisfied after the execution of the transition in the next state $s$.

**Lemma 3:** During the execution of the pruning procedure, let us assume that the associated assertions $\text{Assr}_s$ and $\text{Assr}_t$ are consistent with the transition transitions $t = (s' - b(p) \lnot G \uparrow \neg s)$. If the prune $(s''')$ procedure is executed for another state $s'''$ that also has an incoming transition $t' = (s' - b'(p) \lnot G' \uparrow \neg s''')$, then the update of the associated assertion of $s'$ (when handling $t'$ in Step 3 according to the assertions defined in Steps 1 and 2 of the procedure) will never weaken the assertion. Therefore the assertions $\text{Assr}_s$ and $\text{Assr}_t$ remain consistent with the transition $t$.

**Proof:** This is evident from the form of Step3 (and the related assertions defined in Steps 1 and 2), and Definition 2.

**Proposition:** During the execution of the pruning procedure, between the executions of the procedure prune for different major states in Problematic, we have for all actions $t = (s' - b(p) \lnot G \uparrow s)$ in $T'$ the following: If $s$ is not in Problematic, then the assertions $\text{Assr}_s$ and $\text{Assr}_t$ are consistent with transition $t$.

**Proof:** By induction over the sequence of prune executions.

---

**4.5. Examples**

**4.5.1. Looping Examples**

We consider an ELTS as shown in Fig 5 where the $a$-transition is controllable, but the other transitions are non-controllable. The $d$-transition has no guard nor update statement, while the $b$ and $c$ transitions have various guards and assignments, depending on the cases discussed below. And State $s_0$ has various associated goals. The initial associated assertions are True for all states.

![Fig. 5: ELTS of the looping examples](image)

*(A): Examples where $n$ is an Integer Variable*  

**Example A.1. Goal of $s_0 = \{ n = 0 \}$:** $c$ has assignment $\{ n := n - 1 \}$ (Note: unless stated otherwise, the transitions $b$ and $c$ have no guard and no assignment). In the following, we indicate the different steps of the pruning process, where in each step the prune procedure is applied to one of the states and one of the incoming transitions is handled.

1. **(Step 1)** The prune procedure is called for state $s_0$ which has the assertion $\{ n = 0 \}$; handling the incoming transition $d : s_0$, obtains the associated assertion $\text{Assr}_{s_0} = \{ n = 0 \}$.

2. **(Step 2)** Prune is called for state $s_1$; incoming transition $c : s_1$, obtains the associated assertion $\text{Assr}_{s_3} = \{ n = 1 \}$.
Example A-2. Goal of \( s_4 = [ n \geq 0 ] \); \( c \) has assignment \( \{ n := n - 1 \} \).

(Step 1) \( \mathrm{prune} \) is called for state \( s_4 \) with the associated assertion \( [ n \geq 0 ] \); incoming transition is \( d \) : a new assertion is assigned to state \( s_4 \) - \( \text{Assr}_{s_4} := [ n \geq 0 ] \).

(Step 2) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 1 ] \).

(Step 3) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n \geq 1 ] \) - this is a stronger assertion than at (Step 1). Therefore the pruning process continues.

(Step 4) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 2 ] \).

(Step 5) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n \geq 2 ] \) - this is stronger again.

The pruning process will not terminate.

Example A-3. Goal of \( s_4 = [ n \geq 0 ] \); \( c \) has assignment \( \{ n := n - 1 \} \); \( b \) has guard \( [ n > 0 ] \).

(Step 1) \( \mathrm{prune} \) is called for state \( s_4 \) with the associated assertion \( [ n \geq 0 ] \); incoming transition is \( d \) : a new assertion is assigned to state \( s_4 \) - \( \text{Assr}_{s_4} := [ n \geq 0 ] \).

(Step 2) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 1 ] \).

(Step 3) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n \geq 0 \lor n \geq 1 ] \) - this is not stronger than at (Step 1). Pruning stops.

Example A-4. Goal of \( s_4 = [ n \geq 0 ] \); \( c \) has assignment \( \{ n := n - 1 \} \); \( b \) has guard \( [ n < 2 ] \).

(Step 1) \( \mathrm{prune} \) is called for state \( s_4 \) with the assertion \( [ n \geq 0 ] \); \( d : \text{Assr}_{s_4} := [ n \geq 0 ] \).

(Step 2) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 1 ] \).

(Step 3) \( s_3 \); \( b : \text{Assr}_{s_3} := [ ( n \geq 2 ) \lor ( n \geq 1 ) ] = [ n \geq 1 ] \) - pruning process continues.

(Step 4) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 2 ] \).

(Step 5) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n \geq 2 ] \) - pruning process continues.

(Step 6) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n \geq 3 ] \).

(Step 7) \( s_3 \); \( b : \text{Assr}_{s_3} := [ ( n \geq 2 ) \lor ( n \geq 3 ) ] = [ n \geq 2 ] \) - This is the same constraint as at (Step 5) and this repeated pruning process stops. When \( [ n \geq 2 ] \) holds, the \( b \)-transition is not enabled and there is no loop.

The pruning process continues for the \( a \)-transition (which is controllable). This leads to the introduction to a stronger guard \( [ p \geq 2 ] \).

Example B-1. Goal of \( s_4 = [ n < 1 ] \); \( c \) has \( [ n := n / 2 ] \).

(Step 1) \( \mathrm{prune} \) is called for state \( s_4 \) with the assertion \( [ n < 1 ] \); \( d : \text{Assr}_{s_4} := [ n < 1 ] \).

(Step 2) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n < 2 ] \).

(Step 3) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n < 2 ] \) - this condition is not stronger than at (Step 1). Therefore the pruning process stops here, and (Step 2) is the solution. That is, the \( a \)-transition will get a guard ensuring \( p < 1 \).

Example B-2. Goal of \( s_4 = [ n < 1 ] \); \( c \) has \( [ n := n + 2 ] \).

(Step 1) \( \mathrm{prune} \) is called for state \( s_4 \) with associated assertion \( [ n < 1 ] \); \( d : \text{Assr}_{s_4} := [ n < 1 ] \).

(Step 2) \( s_2 \); \( c : \text{Assr}_{s_2} := [ n < 0.5 ] \).

(Step 3) \( s_3 \); \( b : \text{Assr}_{s_3} := [ n < 0.5 ] \) - this is a stronger condition than at (Step 1). Therefore the pruning process continues.

(Step 4) Next time the condition will be \( [ n < 0.25 ] \), etc. This means that the pruning process will never stop. However, we know that when the parameter \( p \) has the value zero (and therefore \( n = 0.0 \), there is no problem with the goal (although the pruning process does not show this).

4.5.2. Examples with Considerations of Termination

(C) Calculator Example: We consider the application of the pruning procedure to the ELTS shown in Fig. 2. There are no fail states nor deadlocks in this ELTS. However, we assume that the goal assertion \( \text{Goal}_{c} = [ \text{acc} = \text{req} ] \) is introduced in State \( c \). Assuming that all interactions are controllable, the application of the \( \mathrm{prune} \) procedure to State \( c \) will add an additional guards \( \text{Goal}_{c} \) to the transition \text{out}. The pruning procedure then terminates.

The resulting behavior of the ELTS \( \text{M}^c \) does not reach any bad state, however, it includes many execution sequences that are not very useful because of the looping behavior of the transitions load and add. Therefore the question comes up whether it is possible to prune the behavior of \( \text{M}^c \) further in such a way that loops without progress are eliminated and possibly also other execution sequences that are not useful for attaining the state with the specified goal. Similarly, the ELTS of \( \text{M} \) may include inaccessible goal states which, however, should be reachable by definition. We call such questions termination considerations.

We note that the constraining process defined by the pruning procedure can be further applied to the ELTS \( \text{M}^c \) in order to determine which transitions could be pruned further in order to include only execution sequences that are useful for the termination properties. The basic idea is to split a state \( s \) which is involved in an infinite loop and has a transition leading out of this loop, into two sub-states, which we call \( s_{\text{req}} \) and \( s_{\text{looping}} \). The additional assertion associated with \( s_{\text{req}} \) is the guard of the transition leading out of the loop, and the additional assertion of the other sub-state is the opposite. Then we split each incoming transition

(B): Examples where \( n \) is a Real variable (always positive or zero)
into two transitions leading into the two states $s_{req}$ and $s_{looping}$, respectively, and apply the pruning algorithm to both of them by adding an additional guard (if the transition is controllable) or splitting the starting state of the transition into two sub-states according to the additional constraints which must be applied according to the pruning algorithm. This is a recursive process, as defined in the pruning procedure. Finally, one uses one’s intuition to decide the pruning of those transitions that are not useful.

5.1 Algorithm for Submodule Construction

In [19], Bochmann showed that algorithms for solving the submodule construction problem in the context of different communication paradigms (including rendezvous with synchronous communication, interleaving rendezvous semantics, and input-output interactions) can be derived from a single general problem formulated in first-order logic. Equations are given for the maximal set of execution sequences of $B$ (called maximal solution) and for the so-called reduced maximal solution which includes in general less execution sequences, but produces – in collaboration with component $A$ – the same externally visible execution sequences as the maximal solution.

For the case of rendezvous communication with interleaving
the communication paradigm of LTSs assumed in this paper – the following equation is derived for $C_B^{\text{red}}$, the reduced maximal solution for the component B (see Equation 5 in [19], Proposition 4.1):

\[
C_B^{\text{red}}(x_{\text{BS}}, x_{\text{SB}}) = \text{hide}^{\text{LTS}}_{\text{BS}}[C_A(x_{\text{AS}}, x_{\text{AB}}) \land C_S(x_{\text{AS}}, x_{\text{BS}})] \\
\text{hide}^{\text{LTS}}_{\text{BS}}[C_A(x_{\text{AS}}, x_{\text{AB}}) \land \neg C_S(x_{\text{AS}}, x_{\text{BS}})]
\]

where the names of the interfaces have been adapted to the names of Fig.1(b). This formula uses a modeling paradigm with synchronous (simultaneous) interactions at all interfaces including null-interactive (stuttering). In order to enforce interleaving semantics, there is the constraint that at each interaction, there is at most one non-null interaction at any of these interfaces. The term $x_{\text{BS}}$, for instance, represents an interaction sequence (including null interactions) at the interface $I_{SB}$; $C_S(x_{\text{AS}}, x_{\text{BS}})$, for instance, is the condition (predicate) that characterizes the pairs of sequences at the interfaces $I_{AS}$ and $I_{BS}$ that satisfy the behavior of the system requirement $S$; and $C_S(x_{\text{AS}}, x_{\text{BS}})$ represents the set of pairs of sequences that satisfy this predicate. The $\land$ operator (logical and) corresponds to component composition, the operator hide$^{\text{LTS}}_{\text{BS}}$ hides the interactions at the $I_{AS}$ interface, and $\neg$ and $\lor$ are logical negation and set difference, respectively. Note that it is assumed here that there are no interactions at the $I_{ABS}$ interface.

The above formula can be rewritten in a more intuitive form as follows. We write $\sum A$, $\sum B$, and $\sum AB$ for the set of interactions that may occur at the interfaces $I_{SA}$, $I_{SB}$, and $I_{AB}$, respectively. Then the alphabets of the components $A$, $B$, and of $S$ are $\sum = \sum A \cup \sum AB$, $\sum B = \sum SB \cup \sum AB$, and $\sum S = \sum SA \cup \sum SB$, respectively. We write $\sigma S$, $\sigma A$, $\sigma B$ for interaction sequences over $\sum A$, $\sum A$, $\sum B$, respectively, and $\sigma_{\text{global}}$ for an interaction sequence over the global system alphabet $\Sigma_{\text{global}} = \sum SA \cup \sum SB \cup \sum AB$. Finally, we write Seq$x$ for the set of execution sequences of an $X$ ($X = A, B$ or $S$). Then the above formula for the behavior of the reduced maximal solution to the submodule construction problem can be rewritten as follows:

\[
\text{Seq}_B = \{\text{hide}_{\text{SA}}(\sigma_{\text{global}}) \mid \text{hide}_{\text{SB}}(\sigma_{\text{global}}) \in \text{Seq}_A \land \text{hide}_{\text{AB}}(\sigma_{\text{global}}) \in \text{Seq}_S\} \\
\text{Seq}_B = \{\text{hide}_{\text{SA}}(\sigma_{\text{global}}) \mid \text{hide}_{\text{SB}}(\sigma_{\text{global}}) \in \text{Seq}_A \land \text{hide}_{\text{AB}}(\sigma_{\text{global}}) \notin \text{Seq}_S\}
\]

where the operator hide eliminates the interactions in the alphabet $\Sigma_Y$ from the given sequence.

For the sake that the behavior of $S$ and $A$ is defined by finite-state LTS, [19] gives an algorithm for constructing an LTS that is the solution to the submodule construction problem. This algorithm follows the evaluation of the above formula and consists of the following steps:

1. **Complementing $S$:** Built a completed model $S'$ of $S$ by introducing a fail state. This completed model realizes the execution sequences accepted by the behavior of $S$ and also the sequences in the complement which will lead to the fail state.

2. **Product:** Construct the product machine $A \times S'$ which has execution sequences over the global alphabet.

3. If there are interactions at the $I_{SA}$ interface do the following:

3.1. **Hiding:** Hide the interactions at the $I_{SA}$ interface, that is, replace them by spontaneous transitions that are unobservable. This results in general in a non-deterministic LTS because the hidden interactions are replaced in the machine model by spontaneous transitions.

3.2. **Determination:** Build the equivalent deterministic state machine. An exponentially complex algorithm exists for finite state machines [20].

4. **Pruning:** Eliminate certain transitions (of the obtained deterministic machine) such that the fail states of $S'$ become unreachable, and such that the resulting behavior, which will be the behavior of component $B$, has no undesirable deadlock. Note that in this process, some useful states may also be pruned. If the initial state must be pruned, then there is no solution to the submodule construction problem. It is important to note that transitions with non-controllable interactions cannot be pruned. This is the only step of the algorithm where the controllability of interactions comes into play.

5. **Checking for deadlocks:** While undesirable deadlocks in the behavior of component $B$ are avoided by Step 4, it is still possible that the interactions between the components $A$ and $B$ may lead to an undesired deadlock if the Steps 3.1 and 3.2 were performed. This is already well-known for simple state machine models [19]. Such deadlocks may be eliminated by constructing the product of the components $A$ and $B$ and applying the pruning algorithm to this product, where – again – only the transitions in which $B$ is involved with controllable interactions may be pruned. Since this is similar to the case of simple state machines [19], we do not discuss this further here.

5.2 **Submodule Construction for Extended LTS Models:** Overview

We note that Equation (3) above is quite general in nature and applies to arbitrary models, including models with an infinite number of states. Although the solution procedure in five steps, given above, was designed for finite-state models, it can also be used for state machine models with an infinite number of states – if each of the steps of the procedure can be performed. We explain in Sections 5.3 and 5.4 how the first two steps can be performed for ELTS models. Step 3.1 (hiding) is not a problem, but Step 3.2 (determinization) is in general undecidable. This is further discussed in Section 5.5. Finally, for Step 4 (pruning) – also an undecidable problem in general – we propose to use the pruning procedure described in Section 4.

5.3 **Completing an Extended State Machine**
The approach of completing a state machine by adding a (major) **Fail** state makes sense if the given state machine is deterministic. Then any execution sequence that ends up in the **Fail** state is not accepted by the original state machine. The same approach can be used for an extended state machine if it is deterministic. A sufficient condition for an ELTS to be deterministic is the following: If there is a major state with several outgoing transitions with the same interaction, then the guards of these transitions are mutually exclusive.

The completion procedure for a deterministic ELTS is as follows:

1. Add a new (major) state, called **Fail**.
2. For each (major) state \( s \) (including **Fail**), and for each interaction \( b \) in the alphabet, add a transition from \( s \) to **Fail** with interaction \( b \), an empty update operation, and a guard which is the complement of the logical and of the guards of all transitions from \( s \) with interaction \( b \) in the original ELTS.

As an example, consider the desired system behavior \( S \) shown in Fig. 7(a). It has three states named 1, 2, and 3, and one integer variable \( w \), two parameterized actions \( i(p) \), \( o(p) \) with the integer parameter \( p \), and one non-parameterized action called **two**. At the initial state 1 under \( i(p) \) the machine executes the update statement \( w := p \) (\( w \) stores the value of the parameter \( p \) of \( i(p) \)) and then moves to state 2. At state 3, under \( o(p) \) if the value of parameter \( p \) equals 2 times the value of variable \( w \), \( p = 2 \cdot w \), the machine returns back to state 1. In fact, this means that the value of this parameter can be selected by the machine in such a way as to satisfy this condition. The completed version of this ELTS is shown in Fig. 7(b).

![Fig. 7. (a) Service specification S, (b) Specification of (a) completed](image)

### 5.4 Constructing the Product of Two Extended State Machines

The construction of an ELTS \( \mathbf{M} = (S, V, \Sigma, T, s^0, \varphi^0) \) that is equivalent to the product of two given ELTSs \( \mathbf{M}_1 = (S_1, V_1, \Sigma_1, T_1, s^0_1, \varphi^0_1) \) and \( \mathbf{M}_2 = (S_2, V_2, \Sigma_2, T_2, s^0_2, \varphi^0_2) \) is very similar to the construction of the product of two simple LTSs. We assume here that the variables of these two machines are disjoint. The product \( \mathbf{M} \) is constructed as follows:

- **S** is the Cartesian product of \( S_1 \) and \( S_2 \): \( S = S_1 \times S_2 \). A (major) state of \( \mathbf{M} \) is written as \((s_1, s_2)\), and \( s^0 = (s^0_1, s^0_2)\).
- The variables \( V \) of \( \mathbf{M} \) correspond to the variables of \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \), but they are different (disjoint) from the variables of \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \). For each variable of \( \mathbf{M}_1 \) (and of \( \mathbf{M}_2 \)), there is a corresponding variable of \( \mathbf{M} \) with the same domain. For simplicity, we assume that the variables of \( \mathbf{M} \) have the same names as the variables of \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \). Therefore we can write \( V = V_1, V_2 \) (concatenation of variable sequences), and the initial values are \( \varphi^0 = \varphi^0_1, \varphi^0_2 \).
- \( \Sigma = \Sigma_1 \cup \Sigma_2 \). Note, there is rendezvous for the interactions that are in both alphabets.
- \( T \) contains for each (major) state \((s_1, s_2)\) the following type of transitions:
  - Joint (rendezvous) transitions: If \( T_1 \) contains the transition \( t_1 = ((s_1, s_2) - b(p) \) \( [G_1] \) \( \uparrow p_1 \rightarrow s_1') \) and \( T_2 \) contains the transition \( t_2 = ((s_1, s_2) - b(p) \) \( [G_2] \) \( \uparrow p_2 \rightarrow s_2') \), then \( T \) contains the transition \( t = ((s_1, s_2) - b(p) \) \( [G_1 \land G_2] \) \( \uparrow p_1 \rightarrow s_1', \uparrow p_2 \rightarrow s_2') \) where \( \uparrow p \) is the concurrent execution of \( \uparrow p_1 \) and \( \uparrow p_2 \).
  - Separate transition of \( \mathbf{M}_1 \) involving an interaction \( b \) that is not in \( \Sigma_2 \): If \( T_1 \) contains the transition \( t_1 = ((s_1 - b(p) \) \( [G_1] \) \( \uparrow p_1 \rightarrow s_1') \) and \( b(p) \) is not in \( \Sigma_2 \), then \( T \) contains the transition \( t = ((s_1, s_2) - b(p) \) \( [G_1] \) \( \uparrow p_1 \rightarrow s_1', \uparrow p_2 \rightarrow s_2') \).
  - Separate transition of \( \mathbf{M}_2 \) (similarly).

In Section 3.3.1 we considered that for a given ELTS, a (major) state \( s \) may be associated with an assertion \( \text{Assr}_s \), that is True whenever this (major) state is reached. Given the above definition of the product of two state machines \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) the following is clear:

If two states \( s_1 \) and \( s_2 \) of the respective machines are associated with the assertions \( \text{Assr}_{s_1} \) and \( \text{Assr}_{s_2} \), respectively, then the state \((s_1, s_2)\) of the product machine \( \mathbf{M} \) would be associated with the assertion \( \text{Assr}_{(s_1, s_2)} = (\text{Assr}_{s_1} \land \text{Assr}_{s_2}) \).

However, additional assertions may become true. If a state of the product machine is only reached through a rendezvous transition involving an interaction with a parameter, then the value of this parameter will be visible to both components and, through the respective update statements, may give rise to an assertion relating variables of the two different machines. Let us consider as an example the transition \( t = ((s_1, s_2) - b(p) \) \( [G_1 \land G_2] \) \( \uparrow p \rightarrow (s_1', s_2') \)) considered under point (1) above. If the update statement \( \uparrow p_1 \) of \( \mathbf{M}_1 \) assigns the value of the parameter \( p \) to the local variable \( v_1 \) and the update statement \( \uparrow p_2 \) of \( \mathbf{M}_2 \) assigns the value of \( p \) to the local variable \( v_2 \), then we can add the assertion \( \text{Assr}_{\text{new}} = v_1 = v_2 \) to the state \((s_1', s_2')\), assuming that it cannot be reached by other transitions. We call such assertions parameter-implied assertions.

We note that [21] also introduces a composition operator that uses rendezvous communication with interaction interleaving. This operator allows that a variable is shared among different components, however, it imposes the constraint that a shared variable must be updated the same way by the sharing compo-
nents. The shared variables in [21] are used for exchanging values between the sharing components. The operator employed in this paper assumes disjoint variables of components; however, it allows the exchange of variables values via the parameterized interactions. Thus, the consistent sharing constraint of [21] corresponds to the parameter-implies assertions discussed in the paragraph above. Our formalism has the advantage that the variables and updates of a component can be defined independently of any assumption about the other component variables and updates. Thus, when the proposed operator is used in the context of sub-module construction (supervisor control), the desired behavior of the system and that of the known component (plant) have different variables; and the desired solution (controller) obtains local copies of these variables.

5.5 Dealing with Non-Observable Interactions

If non-observable interactions are identified in Step 3.1 of the controller derivation algorithm of Section 5.1, then Step 3.2 must be performed to obtain a determined version of the product machine A x S'. For the case of non-extended state machine, there is a well-known algorithm of exponential complexity to obtain an equivalent deterministic state machine for a given non-deterministic one [20]. For extended state machines, the determination of non-deterministic state machines without spontaneous (non-observable) interactions is described in [22]. Nondeterminism occurs, if in a given major state, there are several outgoing transitions with the same interaction and overlapping guards. This problem is in general undecidable - the paper also explains under which conditions the given algorithm terminates.

We note that Step 3.1 leads to a state machine model of the product that contains spontaneous transitions, which in general introduces nondeterminism. In the case that the extended machine contains no loop of (only) spontaneous transitions, then the product machine can be transformed into a (in general) non-deterministic machine that contains no spontaneous transition, as explained in [22]. The idea is to replace a sequence of spontaneous transitions \( i, (i=1, 2, \ldots, (n-1)) \) followed by an observable transition \( o_i \), by a modified transition \( o_i' \), where all guards and update operations of the spontaneous transitions are deferred to \( o_i' \). Assuming that the given transitions have the form \( t_i = (s_i \rightarrow b_i, \{ G_i \} u_{p_i} \rightarrow s_{i+1}) \), where \( b_i = (i=1, \ldots, (n-1)) \) = \( \epsilon \) (spontaneous), then transitions \( o_i' \) has the form \( o_i' = (s_i \rightarrow b_i, \{ G_i \} G_1 \rightarrow s_{i+1}) \), where \( b_i = (i=1, \ldots, (n-1)) \) = \( \epsilon \) (spontaneous), and \( \{ G_1 \} G_1 \rightarrow s_{i+1} \). This means, the update operations are performed by \( o_i' \) in the order of the spontaneous transitions, and the guard of the transition \( o_i' \) ensures that the guard conditions of the spontaneous transitions are satisfied. Note that a spontaneous transition with a parameter will introduce a FORALL quantification in the resulting guard for all values of this parameter.

We note that in the case that the elimination of the spontaneous transitions does not introduce any nondeterminism and the state \( s_i \) has no other incoming transitions, we do not need to eliminate these spontaneous transitions, and we can apply the pruning procedure of Section 4 directly on the product machine including the spontaneous transitions.

5.6 Example: The Controller for the Calculator

As an example, we consider the completed desired system behavior of \( S \) (Fig. 7(b)) and Component A (the calculator, see Fig. 3). The architecture of this example is shown in Fig. 8, where the solution (controller) will obtain local copies of the variables of Component A and S. The product machine of S and A is in Fig. 9. In this example, interactions \( i(p) \) and \( o(p) \) are non-controllable by the controller as they are not visible, while all other interactions are controllable.

We note that for simplicity of presentations, we write in the following figures A1 for the assertion \( \text{acc} = n^\text{reg} \land n > 0 \) of state \( a_2 \) of component A, and \( \text{Ap} \) for the parameter-implied assertion \( \text{reg} = w \).

![Fig. 8. Architecture of the Calculator example.](image)

In the following, we go through the four steps of controller construction, as discussed in Section 5.1. The first step, the completion of the desired model S, was already discussed in Section 5, and leads to the completed S shown in Figure 7(b).

The second step of the controller construction (the product construction) leads to the product machine shown in Figure 9. The update statement of the \( i(p) \) transition from state \( (1, b) \) leads to the parameter-implied assertion \( \text{Ap} = \{\text{reg} = w\} \) which remains True in all succeeding states.

In the third step (hiding and determinization), the transitions \( i(p) \) and \( o(p) \) are recognized to be hidden (unobservable) and therefore uncontrollable. In particular, the parameter of these transitions is also hidden from the controller. Therefore, the controller cannot know the values of its own variables \( \text{reg} \) and \( w \), since they are assigned by the hidden \( i(p) \) transition, and also the value of the variable \( \text{acc} \) is unknown, since it depends on \( \text{reg} \). Only the value of the variable \( n \) is known since it is assigned by visible (controllable) transitions. However, the controller knows certain assertions that are associated with its major states.

During the subsequent determinization sub-step, the hiding of \( i(p) \) leads to the combination of the states \( (1, b) \) and \( (2, a) \) into a single state, which we call \( \{(1, b), (2, a)\} \), and similarly, the hiding of \( o(p) \) leads to the combined state \( \{(3, c), (1, a)\} \).

In the following we describe the fourth step of the controller construction: Pruning. Each major state of the product that contains the Fail state of S, denoted as \( \bullet \) in Figure 9, is a problematic state with assertion False and thus, such states should not be reached. In the following, we explain the pruning process in several steps.
**Pruning the controllable two-transitions leading to the Fail state:** Let us first consider the transition two from state \((3, c),(1, a_1)\) in Fig. 9. The next state of this transition is a Fail state, which has the associated assertion False. Applying the prune procedure to this state and handling the incoming two transition, this transition obtains the guard False, which means that it cannot be executed and therefore is eliminated. In the same way, all other two transitions leading to the Fail states can be pruned in Fig. 9. We note that also transition two from state \((1, b)\) must be pruned because it leads to the Fail state. However, this state is combined with state \((2, a_1)\) through the determination step. Therefore the two transition must also be pruned from state \((2, a_1)\). As a result, the state \((3, c)\) becomes inaccessible from \((1, b),(2, a_1)\) and is eliminated with all its outgoing transitions.

**Pruning non-controllable (spontaneous) transitions leading to the Fail state:** The transition \(o(p)\) from state \((1, c)\) leads to the Fail state. Since the transition cannot be pruned, its outgoing state \((1, c)\) becomes a problematic state with a False assertion which means it is a failing state and should not be accessible. Since \(out\) is controllable, we cannot prune the \(out\) transition leading to this state. Similarly, the \(i(p)\) transitions from states \((2, b)\) and \((3, b)\) lead to Fail states. Therefore we prune the \(st\) transitions that lead to these states. The states become inaccessible and can be removed.

**Dealing with the \(o(p)\) transitions from the state \((3, c),(1, a_1)\):** The major states \((3, c)\) in Figure 9, which is part of \((3, c),(1, a_1)\), has two hidden outgoing \(o(p)\) transitions with guards \([p = 2 * w \land p = acc]\) and \([p \neq 2 * w \land p = acc]\), respectively. As these transitions are non-controllable, to make the bad transition leading to the Fail state (written as \(i(p)\)) impossible, we need the required Assr,\(\text{new}\) for this state to be \(\exists p\) such that \(p = (2 * w \land p = acc)\). This means \(acc = 2 * w\). Since \(Ap = [reg = w]\) holds, we have the assertion \([acc = 2 * reg]\). Then pruning continues by considering the two incoming transitions under the actions \(two\) and \(out\). We note that the \(out\) transition from the state \((3, a_1)\) must be eliminated since the assertion \([acc = 2 * reg]\) cannot be ensured. For the \(out\) transition from state \((3, a_2)\), \([acc = 2 * reg]\) is ensured if we add the guard \([n = 2]\), since the starting state of this transition has the assertion \([acc = n^* reg \land n > 0]\) which together with the guard ensures \([acc = 2 * reg]\). For the \(two\) transition from state \((2, c)\) the required assertion for that state will become the same as for state \((3, c),(1, a_1)\). Then the pruning of the incoming \(out\) transitions from the states \((2, a_1)\) and \((2, a_2)\) would be handled as the \(out\) transition to state \((3, c),(1, a_1)\).

The resulting sub-machine of the product of Fig. 9 is shown in Fig. 10. The reader may observe that the obtained sub-machine includes only the paths that do not lead to any Fail (●) or a deadlock. We note that the resulting controller is a maximal sub-machine that ensures that during an \(o(p)\) transition the parameter \(p\) satisfies the requirement \([p = acc = 2 * w]\). The pruning of transitions is based on the possibility of the controller component (as shown in Figure 8), and in particular the fact that the controller cannot know the value of its own \(reg\) variable which is assigned during the hidden \(i(p)\) transition. If the controller could know the value of its \(reg\) variable, it could for instance allow for a weaker guard for the \(out\) transition from state \((3, a_2)\), namely \([reg = 0 \land n > 0] \lor [n = 2]\) instead of \([n = 2]\).

**6 Related work**

According to our knowledge, the procedure we proposed for symbolically pruning a possibly infinite ELTS that may have parameterized and non-controllable interactions, with respect to some user defined requirements (given as assertions at states) is novel. The way our procedure Prune uses assertions is very similar to the use of assertions and invariants for proving properties of programs. In other words, Prune utilizes for the considered ELTS the calculus for weakest preconditions developed for programs by Dijkstra [17]. The computation of weakest preconditions for many types of programs under various restrictions is investigated in many papers. The reader may refer to Barnett et al. [23] for more related information. In addition, Prune uses a backward propagation strategy which is well studied in verification for solving the reachability problem over various types of state models. For example, closely related to the considered model, Delzanno [24] studied symbolic reachability using backward propagation for Cache Coherent Protocols modeled as infinite extended state machines over integer variables where guards can be represented as integer constraints. We note that efficient solutions for backward propagation, which usually use some combinations of model checking tools, abstraction, binary decision diagrams, and constraint satisfaction techniques, are well studied in numerous papers. The reader may refer to [24] for some related work. In this paper, we also use backward propagation as a strategy; however, our procedure is rather different from the previous backward procedures as we do not determine reachability but rather derive a sub-machine of a given extended machine taking into consideration certain general and specific goals.
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or requirements, written as predicates at states, such that the concrete states that do not satisfy these requirements become inaccessible and no undesirable deadlocks are introduced while deriving the sub-machine. In the Conclusion section, we state how this previous work can be used to extend our work.

To the best of our knowledge, the only earlier work on submodule construction for extended state machines (with possibly infinite state space) was presented by Daou and Bochmann in [25]. This work introduced the idea of state splitting for handling the pruning of the submodule behavior in order to avoid global interaction sequences that violate the given desired behavior of the system. This idea inspired us for the pruning procedure presented in this paper. We note, however, that [25] considered a very restricted form of ELTS where values of interaction parameters or variables are only copied, but never used for calculating new values through assignment expressions. As a consequence, state assertions were limited to equalities between variable values, and the procedure itself does not consider and handle user defined assertions at states.

A method for the derivation of a controller from an extended state model is proposed by Ouedraogo et al. in [21]. However, the work in [21] considers the simplified architecture of Figure 1(a) where all interactions are visible by the controller; in addition, the considered extended machine model is assumed to be finite (in terms of state space and variables domains) and the approach does not consider exactly the same control objectives (pruning requirements) discussed in this paper. Accordingly, the controller construction approach is simpler and always terminates. Here we show that when considering the general architecture (Figure 2(a)) and the assumed extended machine model (with possibly infinite state space and assertions at states), a solution might not be possible in general. In fact, in this paper, a formula for obtaining the behavior of the controller is provided for possibly infinite LTSs and an algorithm is proposed, for the considered ELTS model and control objectives, and appropriate operators are utilized in the algorithm for constructing machine products, for complementing, and for determinization and pruning. In addition, the work in [21] refers to individual concrete states while our pruning procedure is formulated at a higher level of abstraction using transition guards and state assertions. Again a major difference between our approach and the work in [21] is that our approach provides the intended solution (controller) considering general user defined goals introduced as assertions at states. Thus, our construction approach of a supervisor is much involved as it has to satisfy certain user defined assertions taking into account that some interactions are non-controllable. In this case, restricting the guards of incoming transitions with non-controllable interactions to certain major states with undesirable behavior is not possible; and there is a need to appropriately propagate this bad behavior to the starting states of these transitions, and then do further propagation as needed. Also, as some interactions are non-controllable, determinization is usually used while deriving the controller.

We note that there exists other approaches for the synthesis of controllers for simple and extended state machines with partial observability where it is assumed that the controller observes states of the plant. The reader may refer to Kalyon et al. [26] for a related summary. These approaches to partial observability are rather different from what is considered in this paper and in [25] for extended machines and in [2-3], [27-28] for simple state machines, where partial observability of actions (not states) is assumed.

7 CONCLUSIONS

This paper presents a procedure that symbolically prunes a given extended state machine leading to a maximal sub-machine that satisfies certain user-defined general goals, specified as assertions at states, and other specific goals, such as the elimination of undesired deadlocks at certain states and fail states which should never be reached. The procedure also removes all undesirable deadlocks which could be produced during pruning. Application examples demonstrating several aspects of the proposed procedure including its usefulness and limitations are provided. It is also worth mentioning that the presented pruning procedure can also be used for pruning non-deterministic extended state machines.

As topics for further study, we mention the following. While the pruning requirements described in Section 4.1 are safeness properties and deadlocks, it would be interesting to further explore how the pruning algorithm could be adapted to take into account progress properties (liveness), and possibly eliminate execution sequences that are not useful for attaining a specific goal state. This aspect is only discussed informally in this paper (see Section 4.5.2).

The second contribution of the paper is the application of the pruning algorithm to the control of discrete event systems and submodule construction. In this regard, we also show how the general submodule (controller) construction algorithm for finite state machines can be adapted to extended (possibly infinite) state machine models. Here we consider certain traditionally considered specific control objectives in addition to certain general user defined objectives. In this paper, we make abstraction from input and output; however, the work can also be applied when a distinction between inputs and outputs is necessary, i.e. to systems modeled as extended I/O automata; for example.

As another topic of further research, it would be interesting to implement and experimentally assess the proposed work and also consider efficient decidable implementations of both the pruning and the submodule construction problems. This can be done by either considering various restricted versions (in terms of types of variables, assertions, and guards) of the considered extended model or by using combinations of model checking tools, abstract interpretation, binary decision diagrams, and constraint satisfaction techniques [24], [26], [29-31].
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