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SUMMARY

A Layer 1 Virtual Private Network (L1-VPN) has two models for service management: the resource-partition based 
model and the domain-service based model. In this paper, we present a network management tool for resource-
partition based L1-VPNs. A Transaction Language One (TL1) proxy is designed to achieve resource partitioning at 
the network element level. Building on top of a TL1 proxy, we implemented a User-Controlled LightPath (UCLP) 
system to support physical network brokers to assign and allocate virtually dedicated resources to customers, and 
to enable customers to directly manage their resources. With such a capability, customers are able to create wide 
area networks based on their traffi c pattern, and to adjust their traffi c pattern based on available resources. Copyright 
© 2008 Crown in the right of Canada. Published by John Wiley & Sons, Ltd.

1. INTRODUCTION

Our primary design objective for the network management tool discussed here is to provide customers 
of the Layer 1 Virtual Private Network (L1-VPN) service with detailed information and direct operation 
of their virtually dedicated resources. Thus customers are able to create an L1-VPN as a wide area 
network to carry their application or discipline specifi c traffi c. Most importantly, the customers are able 
to adapt their traffi c pattern based on the L1-VPN resource availability. This means that in addition to 
the conventional traffi c engineering approaches that allocate resources to a given traffi c pattern, the 
customers can tailor their traffi c pattern by adjusting their application-layer setup. Such a capability is 
particularly useful to long-lived bandwidth-demanding applications such as e-science applications. The 
power of the integrated resource allocation and traffi c adaptation has not been fully explored in previous 
studies and existing approaches of traffi c engineering. This motivated us to design a new L1-VPN man-
agement tool.

With our tool, a physical network broker may provide the L1-VPN service with additional features. A 
broker collects resources from various sources, e.g., purchasing point-to-point lightpaths from different 
providers, leasing time slots on certain links, and participating in condominium fi bre builds in metro-
politan areas. A broker provides additional business values to its customers. For example, it may split a 
large granular resource into pieces or, as a reverse operation, bundle multiple parallel resources between 
the same node pair into one entity for larger bandwidth and ease of management. By making cross-
 connections (i.e., layer 1 switching) at intermediate network elements, it may reconfi gure connections, 
or chain a sequence of compatible resources into one entity. A broker is then able to resell or sublease 
the derived resources to its customers, which could be end users or another tier of brokers. Thus the 
L1-VPN service could be provided in a hierarchical fashion.
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The key technologies to support the resource-partition based L1-VPN service include resource isola-
tion, reconfi gurable resource partitioning, assignment and allocation of partitioned resources, and secure 
and accountable transfer of resource management authority. Although separating transmission signals 
at the physical layer is relatively easy because there is no statistical multiplexing and packet mixing as 
in Layer 2/3 VPNs, the isolation of control messages and the separation and transfer of access to man-
agement functions need special techniques.

Our tool supports the confi guration of resource partitioning at the network element (NE) level, dynamic 
assignment and allocation of resources to customers, and on-demand composition of a functional L1-
VPN. A Transaction Language One (TL1) proxy is designed to achieve the NE-level resource partitioning. 
To increase resource utilization, we develop a technique that allows a broker to separate the assignment 
and allocation of resources to customers, so that a resource can be assigned to more than one customer 
and be allocated to a requesting customer on demand. A management software is developed to verify 
the proposed architecture and techniques.

This paper is organized as follows. In Section 2 we provide an overview of the L1-VPN service and a 
survey of related work. In Section 3 we present our design of a management tool for a physical network 
broker to manage its L1-VPN service. In Section 4 we describe the design of a TL1 proxy to achieve 
resource partitioning at the network element level. We conclude this paper in Section 5.

2. L1-VPN SERVICE AND RELATED WORK

There are two resource allocation models of the L1-VPN service: the resource-partition based model and 
the domain-service based model [1]. In the former model, a provider partitions resources into disjoint sets. 
Each L1-VPN virtually has full control over a contracted sub-network. A partitioned resource is exclu-
sively used by its designated L1-VPN; i.e., the partitioned resource is not shared among different L1-VPNs. 
Thus, it is also called a port-based L1-VPN model [2] or dedicated user-plane model [3–5], since each access 
port of a provider edge node is explicitly allocated to one single L1-VPN. Using this model, it is possible 
to offer customers more control over their L1-VPNs. However, a disadvantage of the model is its low 
resource utilization. In contrast, the domain-service based model allows a provider to dynamically allocate 
resources and create connections between given access ports of a provider’s edge nodes. The resource 
allocation is transparent to customers. Resources are time shared among different L1-VPNs. This model 
is also known as the connection-based L1-VPN model [2], since what are visible to a customer are connec-
tions, not the component links of the connections. This model is called the shared user-plane model [3–5], 
which means a resource can be allocated to different L1-VPNs at different times. The disadvantages of this 
model are contentions and customers’ limited information about their allocated resources.

Three service models of the L1-VPN service are defi ned [6]: the management-based model, the signal-
ling-based model, and the signalling and routing model. In the fi rst model, the service interface is pro-
vided as a management interface between the management systems of customers and providers. In the 
last two models, the service interface is provided as a control plane interface between the edge nodes of 
customers and providers. In the signalling and routing model, routing information is exchanged across 
the service interface, revealing partial information about provider network topology and remote site 
reachability to customers.

The Internet Engineering Task Force’s (IETF’s) activities on L1-VPN focus on providing the L1-VPN 
service over Generalized Multi-Protocol Label Switching (GMPLS) enabled transport networks. There-
fore, the service interface between a provider and its customers is based on the GMPLS control plane. In 
the fi rst step, IETF defi ned a framework and requirements for L1-VPNs [6]. In the second step, IETF 
works towards defi ning the signalling messages that a customer’s control plane exchanges with a pro-
vider’s control plane [7,8]. At the same time, IETF works on auto-discovery mechanisms, which dynam-
ically discover the set of provider edge nodes that attach to customers of the same L1-VPN [9,10]. In the 
future, IETF plans to defi ne a service model that in addition to signalling messages, allows customers to 
exchange routing information with a provider. Features of L1-VPN operation, administration and main-
tenance, as well as modules of the L1-VPN Management Information Base (MIB), will be defi ned.
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Different mechanisms for resource partitioning have been used in various contexts of networking 
technologies. By partitioning the resources of an asynchronous transfer mode (ATM) switch and allow-
ing controllers to control different partitioned resources, third parties may lease a virtual network from 
an ATM network operator and directly control the leased resources [11,12]. In the concept of partitioning 
an IP router into virtual routers, router resources such as routing tables, bandwidth, buffer space, labels, 
and CPU control resources are partitioned for instances of virtual routers [13]. The virtual network 
concept and resource partitioning techniques play a useful role in the management and control of 
GMPLS-controlled multilayer networks [12]. Active networks as a type of programmable packet-switched 
network [14] allow data streams to change the policies at the network elements that control the streams. 
Potentially, programmable networks may offer dynamic resource partitioning. The mechanisms for 
resource partitioning can be based on the Simple Network Management Protocol (SNMP) and MIB [15], 
General Switch Management Protocol (GSMP) [16], Common Object Request Broker Architecture 
(CORBA) [11], and the GMPLS control plane [7,8].

3. A MANAGEMENT TOOL FOR THE L1-VPN SERVICE

We adopt the management-based L1-VPN service model. In this model, the L1-VPN service interface is 
provided as a management interface between the management systems of customers and providers. 
Although using a control plane to exchange routing information between customers and providers 
achieves the same goal, it requires the customers to use a control plane. In long-lived applications, cus-
tomers prefer a lightweight L1-VPN service interface, because they usually use long-term resource leases 
instead of short-term resource scheduling and reservations. The scale and dynamics of customers and 
their L1-VPN resources may not justify the use of a heavyweight control plane such as the GMPLS control 
plane. We provide customers with a simple L1-VPN service interface, enabling them to use their network 
resources in a similar way to using computing, storage, and data acquisition devices. Customers use this 
tool to assemble resources at different NEs into a functional L1-VPN.

3.1 Functional requirements of a physical network broker

A broker that offers the L1-VPN service requires fl exible resource assignment and allocation, connection 
management, and membership management. These three categories of management functions can be 
further classifi ed as follows:

• Flexible resource assignment and allocation
–  separation of resource assignment and resource allocation, allowing a resource to be assigned to 

more than one customer;
–  on-demand allocation of resources to a customer;
–  resolution of potential resource contentions;
–  requesting and granting resources between customers, transferring allocated resources from one 

customer to another, supporting leasing and subleasing mechanisms;
–  transactional secure resource allocations, ensuring that no resource is lost in the case of a failed 

connection establishment;
–  publishing available resources.

• Connection management
–  searching available resources;
–  operation of L1-VPN resources, such as cross connecting two adjacent compatible resources;
–  notifi cations to a requesting customer about its failed connection establishment;
–  performance and fault monitoring and notifi cations.

• Membership management
–  customer authentication;
–  authorizing a customer to access its resources;
–  allowing a member to dynamically join and leave an L1-VPN.
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The separation of resource assignment and allocation is a feature of our design. It allows a resource to 
be assigned to more than one customer and to be allocated to a customer on demand. Because the TL1 
proxy requires intensive confi gurations, resource partitioning at the NE level cannot be practically done 
in fi ne granularity and should remain unchanged for a relatively long time. However, a broker may 
increase its resource utilization by enabling resource oversubscription. A given customer is provided 
with a temporary dedicated resource on an as-needed basis.

Our tool provides a scalable solution for a broker to manage its customers and their access to the 
management interface of virtually dedicated resources. It is not scalable to require a customer to manage 
its interfaces to all its virtually dedicated NEs. From a customer’s perspective, our tool provides a single 
service entry to the management interfaces of all resources. From a broker’s perspective, our tool provides 
access control, including granting, revocation and transfer of a customer’s access to a given NE.

3.2 User-controlled lightpath system

The core of our management architecture is based on the brokers that serve L1-VPN customers. Via the 
coordination of brokers, customers provision Layer 1 (L1) connections across independent provider 
domains. For simplicity, we call such L1 connections ‘lightpaths’. Each broker operates an instance of 
our management tool, called the User-Controlled LightPath (UCLP) system. The resources that a broker 
collects from different providers are abstracted as LightPath Objects (LPOs) and presented to customers 
(see Figure 1). Each LPO is assigned to a list of L1-VPNs. A customer dynamically decides which L1-VPN 
to join in, and chooses the partner customers to connect to.

A customer’s management of LPOs is the essential function of the UCLP system. An LPO represents 
two end-points and the L1 transmission media in between. An LPO is associated with a set of attributes 

Figure 1. Our management architecture of the L1-VPN service
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and the Java methods that enable it to be connected to other LPOs, or to be connected to a customer at 
the end-point NEs. Each broker has a separate LPO storage to publish the LPOs that the broker collects. 
An LPO can be stored in any broker’s LPO storage. Therefore, the LPO storage of all collaborating brokers 
needs to be searched for a given LPO. The distributed deployment of two instances of the UCLP system 
is shown in Figure 2, one for each broker. The two UCLP systems are linked. Two customers communi-
cate to the access point of their corresponding UCLP system via the Internet.

Using the Jini technology, we designed and prototyped our UCLP system. The Jini technology offers 
rich functions to build service-oriented systems [17]. A Jini system extends the Java application environ-
ment from a single virtual machine to a network. The basic building blocks in a Jini system are Jini 
services, which may dynamically collaborate with each other to achieve complicated tasks. The organiza-
tion of Jini services, their awareness of each other’s existence and the communications between them are 
well supported by the Jini functions. The Jini technology is suitable for our management tool. First of all, 
a service-oriented architecture for a management system is a clear trend [18,19], and the Jini technology 
supports a service-oriented architecture very well. Second, because instances of the management tool 
for different brokers are located in the corresponding domains and therefore remote to each other, the 
network-related properties that Jini are particularly designed for help to simplify the overall system.

There are fi ve key components in our UCLP system [20]: a Jini lookup service, an instance of JavaSpaces 
[21] for LPO storage, a Jini service access point, an LPO service, and an instance of switch communication 
service for each virtual NE. The LPO service provides the following functions: create/remove an end-to-
end lightpath, add/delete an LPO, concatenate/partition an LPO, fi nd/inquire an instance of JavaSpaces, 
and receive notifi cations from an NE.

Available resources are published in brokers’ instances of JavaSpaces for customers to browse and use. 
JavaSpaces technology provides a distributed data storage for Java objects. Each broker has at least one 

Carrier 2Carrier 1

Broker Y

Customer B.2
of L1-VPN B

XML/
SOAP

Broker X

Customer B.1
of L1-VPN B

XML/
SOAP

Internet

Low-Bandwidth Internet Connection
Optical High-
Bandwidth
Connection

TL1 Proxy for Carrier 1

Remote software interaction

Remote control of a network element

Remote access of the management tool

Layer-1 network element

TL1 Proxy for Carrier 2

Figure 2. Distributed deployment of two instances of the UCLP system for two brokers



144 J. WU ET AL.

 Int. J. Network Mgmt 2009; 19: 139–152
 DOI: 10.1002/nem

instance of JavaSpaces to store LPOs. Searching and browsing of published LPOs are controlled by the 
attributes of the LPOs. Such attributes include the assigned L1-VPN, available time, physical parameters 
of the resource, etc. Operations on an instance of JavaSpaces are transactionally secure. That means either 
all the service calls in a transaction are committed, or none at all. Transactions are supported for opera-
tions on a single JaveSpaces instance, as well as multiple JaveSpaces instances that are spread out in 
different brokers. In this way, contention is resolved for concurrent access of the same resource by dif-
ferent customers.

The management services provided by our system are classifi ed into two groups: those only available 
to brokers, and those available to L1-VPN customers. The latter include in particular the ‘ConnectionRe-
quest’, by which the establishment of a customer-to-customer connection may be requested. One of the 
functions reserved for brokers is the addition/deletion of new resources. How our UCLP implementation 
meets the L1-VPN service requirements is summarized in Table 1.

Service 
requirement

Service description Mandatory/
optional 
required by 
ITU [4]

UCLP implementation description

Basic L1 service 
features

Connectivity, capacity, 
transparency, 
availability, performance

Mandatory Entire resource-partition based L1-VPN 
management tool

Dynamic control 
of L1 connections

Soft-permanent, or 
switched

Mandatory Customer-initiated connection establishment 
and reconfi guration. Connections can be 
added or removed without bringing an entire 
L1-VPN as a whole out of service.

Notifi cation of 
connection 
rejection

When a service request 
cannot be completed, the 
network notifi es the 
requesting customer

Mandatory When searching for resources, a customer 
receives a notifi cation if the requested 
resources are unavailable; when setting up a 
connection, the requesting customer receives 
a notifi cation if a cross-connection operation 
fails

Subscription of 
multiple L1-
VPNs at the 
service interface

Enabling a customer to 
simultaneously have 
connections within 
different L1-VPNs

Optional A customer may use different ports/channels 
to simultaneously connect to different L1-
VPNs. It is the customer’s responsibility to 
isolate the traffi c of the different L1-VPNs 
that it simultaneously connects to. A 
customer may use the same port/channel to 
connect to different L1-VPNs at different 
times

Parallel 
connection with 
public network

A customer is connected 
to public networks, as 
well as L1-VPNs

Optional A customer may have multiple ports/
channels, connecting either to an L1-VPN or a 
public network

Authentication Validation of a 
customer’s identity prior 
to granting it access to 
service

Mandatory A customer’s identifi er and password are 
verifi ed, when it logs in to a broker’s UCLP 
system

Authorization Restricting a customer’s 
control to its authorized 
L1-VPN

Mandatory A customer can only access the resources that 
belong to its L1-VPN(s). This is implemented 
as a resource searching restriction

Accounting Recording the 
quantitative info on 
usage

Optional The info on a broker’s resource usage can be 
logged at the TL1 proxy. A broker can also 
keep a record of an L1-VPN’s resource usage

Connectivity 
restrictions

Restricting the source 
and destination of a 
connection to the 
members of the same L1-
VPN

Mandatory Each resource is assigned to one or more L1-
VPNs. The resources that belong to an L1-
VPN can only be used by the customers that 
are authorized to access the L1-VPN. This 
ensures that when using the resources of an 
L1-VPN to connect customers, the customers 
belong to the same L1-VPN
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Explicit link 
selection

Customer specifying an 
explicit link or series of 
links (e.g. route)

Optional When a customer searches resources to build 
a connection, it can specify preference. It 
gives the endpoints to be connected. Then, 
available routes are displayed for it to choose 
from

Distribution of 
membership info

Network distributing list 
of current members

Optional UCLP does not distribute the membership 
info. It assumes such info is distributed to 
customers by other means, e.g. application-
layer mechanisms

Distribution of 
member 
availability info

Network distributing 
ability or willingness of 
current members to 
participate in the L1-
VPN

Optional UCLP does not distinguish the registered and 
available members of an L1-VPN. In UCLP, 
there is no notion of whether a customer is 
online or not

Transfer of 
resource info

Network providing 
network topology view, 
performance, utilization, 
resource status

Optional A customer builds its view of network 
topology by searching published resources. A 
customer also has an option to search only 
available resources. Through the interface to 
the NE management system (via the TL1 
proxy), a customer may poll the performance 
and utilization statistics of a resource

Transfer of 
connectivity info

Network providing list 
of current active 
connections within the 
L1-VPN

Optional A customer may view active connections in 
its L1-VPN

Transparent 
transfer of 
control info 
between 
customer entities

For example, topologies 
of isolated sites are 
shared when connected 
over a provider

Optional UCLP only provides connections to customer 
edge nodes. The topologies of customer 
internal networks are behind customer edge 
nodes. Therefore, UCLP does not manage 
them

Network 
participation in 
customer domain 
routing

For example, a provider 
may use topology and 
status info of isolated 
sites to optimize routing

Optional In UCLP, a provider does not participate in 
the routing of customer internal networks. 
Customers optimize routing, since they know 
their internal topology (and traffi c pattern), as 
well as available external resources from a 
provider

Per L1-VPN 
policy

Ability to enforce 
policies (i.e., link 
selection policy) to each 
L1-VPN

Mandatory Each L1-VPN independently sets up its 
policies on link selection, connection routing, 
etc.

Selection of L1 
class of service 
(e.g. availability 
level)

Survivability 
mechanisms are offered 
corresponding to the 
class of service that is 
requested by customers

Optional In UCLP, all resources are of the same class 
of service. A customer may build backup 
routes for its own survivability requirement

Customer 
network 
management

The customer’s ability to 
view and control the 
service across an 
interface to the 
management system

Optional A broker assigns resources to L1-VPNs. 
Customers can view their assigned resources. 
This is one of the key design objectives of the 
UCLP

Per customer-
edge policy and 
its management

The customer’s ability to 
modify the policy for 
each customer edge

Optional UCLP does not manage the policy for 
customer edges

Transfer of 
performance info

The network providing 
the performance info of 
a L1 connection 
provided by the service 
provider (may include 
control plane status)

Optional A provider generally does not monitor the 
end-to-end performance of L1 connections. A 
customer may poll limited performance info 
of the resources via the interface to the NE 
management system

Transfer of fault 
info

The customer can receive 
fault info for the 
resources in the user and 
control planes

Optional A customer receives the alarms for the 
resources that it is using

Table 1. UCLP implementation descriptions
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4. A RESOURCE-PARTITION BASED NETWORK ELEMENT MANAGEMENT SYSTEM

A TL1 proxy is developed to achieve resource-partition based NE management. Currently, commercially 
available NE management systems do not support resource partitioning. In general, a human operator 
or a software tool can access an NE management interface. For simplicity, we do not distinguish between 
them. The meaning is clear in the context. When a broker is granted access to an NE management inter-
face, the broker has complete control on all the resources on the NE. That means every resource on the 
NE can be operated by the broker. To remedy this all-or-none resource management problem, our partner 
developed a TL1 proxy [22]. TL1 is a network management protocol [23], widely used by transport 
network elements as the primary management protocol. Our solution achieves resource partitioning 
without any modifi cations to existing NE management software. The TL1 proxy wraps around existing 
NE management software. Although the different brokers that have been allocated to certain resources 
on an NE access the same NE management interface through the TL1 proxy, the management of each 
piece of the NE resources is restricted to only one authorized broker; i.e., each broker manages a virtual 
partition of the NE.

4.1 Operation and features of a TL1 proxy

The TL1 proxy has four key features: NE resource isolation, reconfi gurable NE resource partitioning, 
management information protection, and message logging. First, with the TL1 proxy, different brokers 
are able to manage their own resource partitions on an NE, and not interfering with each other. Recon-
fi guration of NE resource partitioning may be done online, i.e., without rebooting NE management 
modules. The NE resource partitioning is confi gured by a provider administrator. Then, connection 
control and resource management are directly accomplished by brokers or any entity that a broker 
authorizes. Third, the TL1 proxy protects sensitive management information such as IP address, TCP 
port number, login identifi er and password for an NE management interface. A broker logs into the TL1 
proxy. Then, the TL1 proxy delegates the broker’s login to the NE management interface. Finally, the 
message logging can be used for debugging and administrative purposes. The provider may use message 
logging to resolve disputes on resource access. Resource utilization may be monitored and audited via 
the TL1 proxy.

The TL1 proxy maps the TL1 sessions from brokers onto the TL1 sessions towards NEs. The TL1 proxy 
runs on top of the TCP/IP protocols. The transport can be optionally encrypted using the Secure Socket 
Layer (SSL). The TL1 proxy has two types of management interface: northbound interfaces (NBIs) to a 
broker, and southbound interfaces (SBIs) to NE management interfaces. Each virtual NE has a unique 
combination of an IP address and a TCP port number at the NBI. A broker identifi es different virtual 
NEs by using different NBI IP addresses and TCP port numbers of the TL1 proxy. Based on a broker’s 
identifi ers, NE identifi ers and NE partitions, the TL1 proxy is able to verify the broker’s access rights on 
an NE partition, and thus forward TL1 commands from a broker to an NE and relay alarms from an NE 
to a broker (Figure 3). To ensure that the TL1 proxy properly verifi es every TL1 command, the TL1 
command forwarding function in all NEs is disabled, i.e., every TL1 command from the TL1 proxy is 
directly destined to the fi nal NEs.

The TL1 proxy operations can be illustrated in an example, where two brokers (e.g., Brokers X and Y 
in Figure 3) manage their partitions on a common SONET switch (e.g., NE X in Figure 3). The SONET 
resources on the switch are partitioned for the two brokers. Partitions of Brokers X and Y are specifi ed 
in a confi guration fi le by listing all their accessible slots/ports/channels. All allowed TL1 commands are 
confi gured for each broker as well. The following information is also maintained in the TL1 proxy con-
fi guration fi le: (i) the identifi ers and passwords that the brokers use to establish TL1 sessions to NBIs; 
(ii) the IP address and TCP port number of the management interface of the switch; and (iii) the login 
identifi er and password that the TL1 proxy uses to set up TL1 sessions from the SBIs to the switch. When 
a broker opens a TL1 session to an NBI at the TL1 proxy, the TL1 proxy automatically opens a corre-
sponding TL1 session from a corresponding SBI to the switch. The TL1 proxy’s operation is transparent 
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to the brokers. The brokers do not know the existence of the TL1 proxy. The NBI is used by the brokers 
as if the NBI was the management interface of the switch. The TL1 proxy’s interception of the TL1 com-
mands that the brokers send to the switch is unknown to the brokers and the switch. If the TL1 proxy 
fails to open a TL1 session to the switch, or an opened TL1 session to the switch is closed, the correspond-
ing TL1 session from the broker to the NBI is closed accordingly. If the TL1 commands that the brokers 
send to the switch pass the TL1 proxy’s permission verifi cation, the TL1 commands are forwarded to the 
switch. The TL1 proxy delivers the returned text messages from the switch back to the brokers, and 
meanwhile the switch takes actions in response to the TL1 commands. If the TL1 commands that the 
brokers send to the switch violate the resource partition policies, an error message of ‘resource access 
denied’ is replied to the brokers, and the TL1 commands are discarded at the TL1 proxy. For the brokers, 
the TL1 proxy emulates the responses of the switch. For the switch, the TL1 proxy sends the TL1 com-
mands satisfying the resource partition policies on behalf of the brokers. When the switch sends notifi ca-
tions to either broker or both, the TL1 proxy needs to make intelligent decisions to whom to relay the 
notifi cation. When a notifi cation is specifi c to a particular resource, the TL1 proxy relays the notifi cation 
only to the resource owner. When a notifi cation is platform-wide, the TL1 proxy replicates the notifi ca-
tion to both brokers.

The TL1 proxy is scalable, although it could be a single point of failure bottleneck. A provider runs 
one or more TL1 proxies. Each TL1 proxy is responsible for one or more NEs. The ratio of TL1 proxies 
to NEs can be based on load-balancing and response time requirements.

4.2 Confi gurations of a TL1 proxy

In a TL1 proxy confi guration fi le, the following information is manually confi gured: the virtual NEs, the 
valid NE resource partitions, the registered brokers and the permitted TL1 commands for each broker 
[24]. The TL1 confi guration fi le is in the Extensible Markup Language (XML) format.

Each virtual NE is described as a separate entry in the TL1 proxy confi guration fi le, where NBIs and 
SBIs of the TL1 proxy for each virtual NE are stored. The confi guration of virtual NEs in the TL1 proxy 

NE X

NE Z

Broker X Broker Y

TL1 Proxy

NE Y

North Bound Interface (NBI)

South Bound Interface (SBI)

Internet

Internet

Figure 3. The TL1 proxy communicates to a broker via its northbound interfaces (NBIs), and communi-
cates to NE management interfaces via its southbound interfaces (SBIs)
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confi guration fi le is shown in Table 2. In the example, any XML attribute whose value begins with a ‘@’ 
character is to be encrypted, when the TL1 proxy confi guration fi le is compiled using a utility software. 
The encrypted values begin with a ‘$’ character.

An NE resource partition is described as a range of bandwidths, ports and channels. For example, a 
SONET resource partition is shown in Table 3.

All the allowed TL1 commands are specifi ed in the <command> element in the TL1 proxy confi gura-
tion fi le (shown in Table 4). A TL1 command can be restricted to a group of brokers. When an L1-VPN 
sends a TL1 command to the TL1 proxy, the Access Identifi er (AID) elements of the TL1 command will 
be validated against the corresponding broker’s element listed in the TL1 proxy confi guration fi le.

Each <user> element defi nes a broker (shown in Table 5). The password that the broker uses to access the 
TL1 proxy and the passwords that the TL1 proxy sends to the NEs for the broker are stored in the <user> 
elements. The NE resource partitions that are allocated to the broker are specifi ed as <lightpath> elements.

So far, the TL1 proxy has been tested on a variety of NEs, including the Nortel Optical Multiservice 
Edge (OME 6500), Nortel Optical Cross Connect (HDXc), and Cisco ONS 15454 Multiservice Provisioning 
Platform.

<neProxyList>
   <neProxy>
 tid  = “ons-mon01”
   <!– TL1 Target Identifi er (TID) for the NE –>
 neAddress = “@192.168.1.1”
   <!–IP address of the NE management interface –>
 nePort = “@1234”
   <!– TCP port of the NE management interface –>
 proxyAddress = “@192.168.1.2”
   <!– IP address of the TL1 proxy’s NBI for the NE –>
 proxyPort = “@4321”
   <!– TCP port of the TL1 proxy’s NBI for this NE –>
 proxyType = “ssl”
   <!– NBI transport type (plain|ssl|vt100) –>
   </neProxy>
    <!– defi ne other virtual NEs here –>
</neProxyList>

Table 2. Confi guration of virtual NEs in the TL1 proxy confi guration fi le

<lightpath name = “lp01”>
   <bandwidth value = “[1-3]” />
   <neList>
 <ne tid = “*”>
   <resourceList>
     <resource type = “FAC” slot = “6” port = “1” />
     <resource type = “STS” slot = “5” port = “1” channel = “[1-12]” />
   </resourceList>
 </ne>
   </neList>
</lightpath>

Table 3. Confi guration of NE resource partitions in the TL1 proxy confi guration fi le
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<commandList mode = “allowOnly”>
 <command name = “ACT-USER”   restrictions = “none” />
 <command name = “CANC-USER”   restrictions = “none” />
 <command name = “RTRV-EQPT”   restrictions = “none” />
 <command name = “RTRV-CRS*”  restrictions = “none” />
 <command name = “RTRV-NE-IPMAP” restrictions = “none” />
 <command name = “RTRV-MAP-NETWORK” restrictions = none” />
 <command name = “RTRV-NE-GEN”  restrictions = “none” />
 <command name = “RTRV-HDR”  restrictions = “none” />
 <!– the following commands are restricted to the L1-VPN “lightpath” –>
 <command name = “ENT-CRS*”  restrictions = “lightpath” />
 <command name = “ED-CRS*”  restrictions = “lightpath” />
 <command name = “DLT-CRS*”  restrictions = “lightpath” />
</commandList>

Table 4. Confi guration of allowed TL1 commands in the TL1 proxy confi guration fi le

<userList>
 <user name = “ProviderAdmin”>
 <proxyPassword   value = “$..….” />
 <nePassword   value = “$..….”   tid = “*” />
 <!– customized commands for this L1-VPN are listed here –>
 <commandList   mode = “allowAll” />
 </user>
 <user name = “BROKER-X”>
 <proxyPassword  value = “$..….” />
 <nePassword  value = “$..….”  tid = “ons-lab01” />
 <nePassword  value = “$..….”  tid = “ons-lab02” />
 <!– no commandList means the default commandList is used –>
 <lightpathList>
  <lightpath name = “ROOTLPO24STSc”>
   <!– attributes for the NE resource partition “ROOTLPO24STSc” are listed here –>
  </lightpath>
  <!– other resource partitions for the Broker X are listed here–>
 </lightpathList>
 </user>
 <!– other brokers are listed here–>
</userList>

Table 5. Confi guration of brokers’ access in the TL1 proxy confi guration fi le

5. CONCLUSIONS

In this paper, we present a management tool for resource-partition based L1-VPN. The management tool 
is implemented in two layers: the bottom layer is a TL1 proxy, realizing a confi guration-based resource 
partition; the top layer is the UCLP system, supporting a physical network broker to dynamically assign 
and allocate virtually dedicated resources to customers. In addition, the UCLP system provides connec-
tion management and membership management. Our tool provides L1-VPN customers with status 
information and direct operation on their virtual resources. Via a simple management interface, the 
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customers are able to use network resources in a similar way to using computing, storage and data 
acquisition devices. The goal is to enable customers to adapt their traffi c pattern based on resource avail-
ability, so that they may take advantage of the integrated resource allocation and traffi c adaptation.

Our future work will include the security features of the system, and applying a Web Services archi-
tecture to the system. The prototype of the tool has been demonstrated at several international events.
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