University of Ottawa ELG 3121 — Random Signals and Systems

June 9th 2006 afternoon lecture.
Authors: James Townsend, Chen-Yu Hsieh, Huang-Li Chen

1 Jacobian of a Transformation

Let transformation (V, W) = g(x,y) be expressed as

{ V = gi(z,y)
W = g2(x7y>

The Jacobian J(x,y) of a transformation g is defined as

§V/ox 6V/6
I(@,9)= [5W/5x 5W/5§]

1) Jacobian J(zx,y) is a functioin of (x,y)

2) When the transformation is linear

MBI

for some 2x2 matrix M. J(z,y) is independent of (z,y). ie. a
constant.

3) If V= g(x), then J(z) = dv/dx or (dg(zx)/dz)
4) If J(z,y) is the jacobian of g, and J(V, W) is the jacobian of g~ !,
then

[ Iy = [1/IV W) (v w)=g(a.0)

It can be shown fyw (v, w) = ff,(yafz)gf) \(x,y):g_%v,w)

**Recall when Y = ¢g(X), then

fr(y) = |§;(/(§;| le=g-1(»)
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2 Correspondence

Ex. Let X and Y be independent zero-mean unit variance gaussian

RV’s.
Let
V=vX2+Y2
W = Z(z,y)

Find fVW(‘r7 y)

Solution: The inverse transform is

T = VCOoS W
Yy = vsinw

w € [0,27], v € [0, 400]

cosw, —vsinw
sinw, vcosw

o &
J(v,w) = det [ So gw } —det{
v dw
=wvcos?w + vsin®w = v
fvw(v,w) = fxy(veosw,vsinw) - [J (v, w)]
—v2 cos? w —v” sin® w
= fo(vcosw) - fy(vsinw) -v = (#e[f})(#e[fb v

2

v =V
= — 2
27r€

*This is called Rayleigh distribuion.

The fact that fyw (v, w) is independent of w suggests
fw(w) = 5=, w € [0,27)

3 Expected value of function of several Random
Variables

Let X1, X5... X, be a set of random variables with joint distribution
7 = g(Xl,XQ Ce ;Xn)
E[Z] = f f f g(l’l, o ... xn)le,X2 . Xn(l'l,l'g Ce l’n)dﬂfldl'g ce dl'n

Lecture Script, Summer 2006 2



University of Ottawa ELG 3121 — Random Signals and Systems

If Z=X+Y
E[Z]=E[X]+E[Y] ?
verify:
E[Z]= foooo foo (x+y)fxy(z,y)dzdy
= 7 o0 wfxy(zy)dedy + [0 [T yfxy (@,y)dedy
= J% [ afxyv (e, y)dady
= f f fxy(z,y)dy
= f xfx(z)dx
= E[X]

similarly ffooo ffooo yfxy(z,y)dxdy
=E[Y]

We are interested in determining the distribution of (X;...X,) and
function g.

If X and Y are independent, then
Elgi1(X)g2(Y)] = E[g1(X)]E[g2(Y)]
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4 Correlation

For any random variables X and Y

The Correlation of X and Y is defined as:
E(XY)
IF XY are independent then
E(XY)=EX)E(Y)

When E(XY)=0 (or the correlation between X and Y are said to
be Orthogonal)

5 Covariance

The Cov(X,Y) of random variable’s X and Y is defined as
— Cov(X,Y) = [T [7 (z— E()(y — E(y)) fxv (2, y)dzdy
=E(x-EX)][y-E(¥)])
— Cov[X + o, Y + ] = Cov(X,Y )V, B
When Cov(X,Y)=0, X and Y are uncorrelated
If X)Y are independent ,then it’s uncorrelated
Cov(X,Y)=E(XY)-E(X)E(Y)
If Y is a deterministic random varialbe Y=a with probability 1
Then Cov(X,Y)=Var(X)
Correlation Coefficient:
pxy = Cov(X,Y)/\/VAR(X)\/VAR(Y)
Cov(X,Y)=0, then pxy =0,—-1 < pxy < 1
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