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Abstract— The MPEG-4 standard specifies feature points (FPs) 

and a set of facial animation parameters (FAPs) associated with 
the neutral face model. Given motions of MPEG-4 FPs, it is the 
developer’s freedom to implement facial animation, meaning 
motion vectors for surface points of the 3D facial mesh. Our goal 
is to produce natural-looking motions for all surface points by 
specified MPEG-4 FP motions. We make use of an existing 
expressive animation database of limited size and we propose a 
method which uses Genetic Algorithms (GA) in interpolation and 
extension of the given expression data. The resulting animation 
has the same quality as the original animation data. Moreover, it 
covers a wider expression space after learning examples in the 
bank via GA. 
 

Index Terms— Facial animation, Genetic Algorithms, 
Interpolation, MPEG-4  

I. INTRODUCTION 
The MPEG-4 standard for facial animation came into being 

in 1999. Pandzic and Forchheimer [1] give a very detailed 
introduction on it. MPEG-4 specifies a neutral face model, a 
number of feature points (FPs) on this neutral face and a set of 
facial animation parameters (FAPs). FAPs specify the motions 
of the FPs. Given motion vectors of the FPs, it is the 
developer’s freedom to implement motions for all surface 
points of the neutral face. Many approaches have been 
proposed to implement it. Noh et al. [2] use Radial Basis 
Functions (RBF) to create facial animation based on 
movements of control points. Garchery et al. [3] compute facial 
deformation using FPs only. The aforementioned techniques 
belong to the category of feature-based approaches, which 
calculate motions for all vertices of the face mesh based on FP 
movements. However, it is difficult to animate the face in a 
purely geometrical way to produce cheek deformation and 
sophisticated wrinkles.  

L. Zhang et al. [4] use a capture system which records videos 
of a moving face. Then they propose an approach that goes 
from video sequences to high-resolution animated face models. 
The resulting 3D meshes illustrate very high-quality facial 
animation and in addition the meshes are consistently 
parameterized. With this expressive data available, it would be 
very beneficial to make use of the data and interpolation is 
probably the most suitable technique for this case. There are 

many researches on interpolation (e.g., [5] and [6]) for 
producing facial expression.  
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Our focus here is on producing various expressions for one 
subject with all surface points for high quality as well as using a 
set of FPs for easy control. The input of our system is 3D 
motion vectors for FPs of the neutral face model. In this poster 
we produce facial expressions by interpolating and extending 
expression models in the expression bank. We propose a novel 
approach to find the interpolation weights implicitly via 
Genetic Algorithms (GA). Essentially, GA’s problem solving 
approach is to evaluate possible solutions at each generation, 
and then the offspring solution is generated to update the 
population. The fitter individuals are encouraged to survive and 
contribute more to the population. As a result, the optimal 
solution progressively improves during the process of 
evolution.  

II. PREPARATION 

 
Figure 1 : Sample expression models in the bank 
 
Our first step is to construct the expression bank containing 

several key expressions. In this poster, we make use of the 
existing animation data produced by L. Zhang et al. [4]. Their 
animation result can be found in [7]. There are a total of 384 
animated models. They all share the same vertices and 
structures. We select 30 key models from their data to construct 
our bank (Figure 1).  

For defining FPs in the neutral face model, we respect the 
MPEG-4 standard. MPEG-4 defines a total of 84 FPs. The FP 
set we defined (Figure 3a), which includes 56 FPs, is the subset 
of MPEG-4 FP set.  

III. OUR GA APPROACH 
In our GA approach, the population is initialized with the 

previously constructed expression bank. The population size is 
30. The population size remains constant during our overall GA 
process. In each generation, we randomly evaluate three 
expressions in the bank. Now we need to design the fitness 
function for evaluation. Let us consider any one FP now. 
Suppose Va is the FP motion vector which is specified in the 
input requirement and Vb  is the vector for that FP in the 
selected expression face. It is better to have a smaller angle θ 
value between those two vectors. It hints that it is better to have 
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a larger value of cosθ. The cosθ value can be expressed with 
these two vectors as: (Va● Vb) /(|Va |*|Vb |). We can sum up cosθ 
values for each FP. Then we normalize the total sum with the 
total number of FPs. The best value that can be achieved is 1. 
However, 1 is just the ideal value. Our aim is to produce 
optimal value which is as close to 1 as possible. The closer the 
value is to 1, the greater the similarity between the target 
expression according to the input requirement and the selected  
expression.     

We use our fitness function to evaluate the three previously 
selected expression faces. The individual with the worst fitness 
value in this tournament is not allowed to survive in the next 
generation. We remove it from the population and replace it 
with the offspring of two winners. The offspring is produced by 
averaging the two winners. Then we adjust FP motion vector 
lengths of the offspring to meet the requirement. We sum up 
motion vector lengths for FPs in the system input. Also we sum 
up vector lengths for those FPs in the offspring. Then we use 
the scale factor between those two values to adjust the motion 
vectors for all surface points of the offspring.  

 
Figure 2: (a) Original model from [7] but is not the expression 
model in our expression bank; (b) Visualize the evolution of 
the  fitness values; (c) The output of our GA system.  
 

Finally, the offspring is used to replace the worst individual 
in the previous tournament. The original population now comes 
to the next generation. We iterate such process again and again 
until 70 generations are processed. How the population 
converges to the optimized solution can be visualized in Figure 
2b where X-axis denotes the generation number and Y-axis 
shows the fitness value for the generated offspring. We keep 
track of the best individual over all generations in the whole 
GA process. As GA process terminates, the best individual 
expression face so far is returned as our GA system output 
(Figure 2c).  We extract the motion vectors for FPs in Figure 2a 
and then get motions for all surface points by learning the 
examples in the bank. As you can see, our system output Figure 
2c is quite similar to the original expression in Figure 2a.   

Further improvement to our system is to decompose the face 
into more regions. Many researches (e.g., [5], and [8]) split the 
face into several regions for better control of animation. We 
divide the face into four sub-regions (Figure 3b). It also offers 
the possibility of producing asymmetric expression which 
makes the resulting facial expressions more natural. Given 3D 

motion vectors for FPs in the system input, we decompose it 
into four sub-goals. We apply GA to search solutions in the 
expression bank with four sub-goals separately. Then we 
combine four optimized sub-solutions together to produce the 
synthesized facial expression.  

 
Figure 3: (a) FPs defined in our system; (b) The face is 
decomposed into four regions.   
 

IV. RESULTS 
Using our GA technique, we are capable of producing very 

natural-looking novel expressions. Figure 4 shows our facial 
expression results. We use GA to learn examples from our 
expression bank. A wider range of novel expressions can thus 
be produced from the existing database of limited size.     

 
Figure 4: Facial expression results via GA.  
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