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Abstract. Intelligent virtual agents function in dynamic, uncertain, and uncon-

trolled environments, and animating them is a chaotic and error-prone task which 

demands high-level behavioral controllers to be able to adapt to failures at lower 

levels of the system. On the other hand, the conditions in which space robotic 

systems such as spacecraft and rovers operate, inspire by necessity, the develop-

ment of robust and adaptive control software. In this paper, we propose a generic 

architecture for developing autonomous virtual agents that let them to illustrate 

robust deliberative and reactive behaviors, concurrently. This architecture is in-

spired by onboard autonomous frameworks utilized in interplanetary missions. 

The proposed architecture is implemented within a discrete-event simulated 

world to evaluate its deliberative and reactive behaviors. Evaluation results sug-

gest that the architecture supports both behaviors, consistently.  
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1 Introduction 

Embodied agents have been extensively investigated in both robotics and virtual envi-

ronments. In latter field, they are referred as intelligent virtual agents (IVA). Believa-

bility is a critical aspect of an IVA which can be augmented by surface realization and 

intelligent behavior. Although advances in computer graphics has led to realistic sur-

face realization, yet the IVA’s behavior is monotonous due to its scripted nature. Intel-

ligent behavior emerges from cognitive characteristics such as recognition, decision 

making, perception, situation assessment, prediction, problem solving, planning, rea-

soning, belief maintenance, execution, interaction and communication, reflection, and 

learning [1]. 

Traditional IVA architecture follows a dualist perspective which decomposes the 

agent to a mind and a body. Mind as an abstract layer provides the agent with cognitive 

functionalities. It receives perceptions from the body, makes decisions, and sends the 

decisions in terms of abstract actions to the body. The body as an embodied layer ani-

mates the received actions within the virtual environment and provides the mind with 

perceptions acquired from its virtual sensors. Continues interaction between mind and 

body forms a closed perception-cognition-action loop. However, some recent studies 

challenge the strict separation between mind and body [2].  



In terms of AI, Russell and Norving [3] utilized the notation of rational agents, and 

categorized them to simple reflex, model-based reflex, goal-based, and utility-based 

agents. In robotics literature, agents are classified to cognitive, behavioral and hybrid 

agents. Wooldridge [4] categorized intelligent agents to logic-based, reactive, belief-

desire-intention (BDI) and layered agents. Among them, BDI agent has been widely 

utilized as an IVA architecture. Logic-based agents exploit symbolic logic deductions 

and cannot handle uncertainties. Cognitive agents such as BDI provide deliberative de-

cision making capabilities for long temporal horizons. However, they cannot react to 

the situations which need instant responds. Furthermore, knowledge representation is a 

main challenge in these architectures. Reactive agents (i.e. behavior-based agents in 

robotics literature) couple the control and decision making mechanisms to the current 

local sensory information to provide real-time reactions. Although this approach mini-

mizes the complexity of the representational structures and provides quick responses to 

dynamic environments, it is not scalable and suffers from the lack of reasoning capa-

bilities and task-oriented behaviors. Hybrid agents have a layered structure. Layers 

function in different abstraction and operational frequency levels, and thus let the agent 

to combine reactive and deliberative behaviors. 

An IVA functions in a dynamic, uncertain, and uncontrolled environment, and ani-

mating it is a chaotic and error-prone task which demands high-level behavioral con-

trollers to be able to adapt to failure at lower levels of the system (e.g. when a navigation 

system fails to direct a walking agent to a desired waypoint). The conditions in which 

space robotic systems such as satellites, spacecraft and rovers operate, inspire by ne-

cessity, the development of robust and adaptive control software. These autonomous 

systems which have been successfully employed by NASA and ESA1 can achieve mis-

sion goals and handle unpredicted situations, autonomously [5].  

According to Muscettola et al. [6], challenges of developing agent architectures for 

onboard autonomy in space missions are driven by four major characteristics of the 

spacecraft as follows. First, the spacecraft must perform autonomous operations for 

long periods of time without human guidance. Second, the performed operations must 

guarantee success, given tight deadlines and resource constraints. Third, due to high 

cost of the spacecraft, its operations require high reliability. Fourth, spacecraft opera-

tion involves concurrent activities among a set of tightly coupled subsystems.  

In this paper, we adopt Remote Agent (RA) architecture [6] (i.e. developed by NASA 

to autonomously control the DS-1 spacecraft as part of New Millennium Deep Space 

Mission-1 to flyby an asteroid) to develop a generic architecture for IVA development. 

Furthermore, we utilize a fuzzy ontology as the agent’s knowledge representation 

scheme. Adopting RA architecture reinforces IVA by a reliable and intelligent platform 

that has already shown to be successful in complex inter-planetary missions. Moreover, 

embedded fuzzy ontology lets IVA to acquire knowledge from environmental uncer-

tainties and construct a proper belief model. This paper is organized as follows: in sec-

tion 2 an overview of related works is presented. In section 3, we describe our proposed 

architecture. In section 4, experimental results and evaluations are discussed. Finally, 

section 5 concludes the paper.  

                                                           
1  European space agency 



2 Related Works 

According to Langley, Laird and Rogers [1] “A cognitive architecture specifies the un-

derlying infrastructure for an intelligent system”. During the last decades, several cog-

nitive architectures have been proposed. ACT-R [7] cognitive framework emphasizes 

human psychological verisimilitude. Soar [8] as a rule-based cognitive architecture for-

mulates the tasks as attempts to achieve goals. ICARUS [9] model designed for embod-

ied agents emphasizes perception and action over abstract problem solving. SASE [10] 

is based on Markov decision processes, and utilizes the concept of autonomous mental 

development. PRODIGY [11], DUAL [12] and Polyscheme [13] are other examples of 

cognitive architectures. Probably, BDI [14] is the most representative model of cogni-

tive agents. It triggers behaviors driven by conceptual models of intentions and goals 

in complex dynamic scenarios. BBSOAA [15] is an extension of BDI architecture that 

enhances the knowledge representation and inference capabilities, and is suitable for 

simulating virtual humans. Although BDI-inspired architectures such as IRMA [16] 

support long term behaviors, their current implementations are whether hardware-based 

or logic-based. More information regarding cognitive architectures can be found in [1]. 

A few IVA architectures concern with software engineering issues. As an instance, 

CAA [17] is a generic object-oriented architecture that supports context-sensitive be-

haviors. Additionally, A few architectures such as CMION [18] are developed based on 

the notion of migrating agent which refers to the ability of an agent to morph from one 

form of embodiment to another. A few studies such as embodied cognition model [19] 

challenge the strict separation between mind and body. This model embeds a secondary 

control loop, subconscious mind, into the body layer. Moreover, some research works 

emphasize on machine learning techniques to enhance the robustness. Reinforcement 

learning for behavioral animation [20] and FALCON-X [21], an IVA learning architec-

ture that utilizes self-organizing neural model, are examples of these studies. OML [22] 

is an agent architecture for virtual environments equipped with neural network-based 

learning mechanism. In this model, a sensory neuron represents an object, and a motor 

neuron represents an action. An alternative paradigm for developing IVA is to employ 

a middleware to integrate existing multi-agent systems such as 2APL [23], GOAL [24], 

Jadex [25] and Jason [26] with existing game engines. This systematic approach benefits 

from reusability and rapid prototyping characteristics. As an example, CIGA [27] is a 

middleware that amalgamates an arbitrary multi-agent system with a game engine by 

employing domain ontology. 

A few IVA architectures, similar to behavioral robotic frameworks, investigate the 

behavioral organization and action selection. SAIBA [28] is a popular framework that 

defines a pipeline for abstract behavior generation. It consists of intent planner, behav-

ior planner and behavior realizer. Thalamus [29] framework adds a perceptual loop to 

SAIBA to let the embodied agent to perform continuous interaction. AATP [30] is a 

coupled planning and execution architecture for action selection in cognitive IVAs. 

Neural-dynamic architecture [31] utilizes a dynamic neural field to describe and learn 

the behavioral state of the system, which in turn, enables the agent to select the appro-

priate action sequence regarding its environment. 



Ultimately, layered architectures (i.e. hybrid models) perform deliberative and reac-

tive operations, simultaneously. COGNITIVA [32] is a reactive-deliberative agent ar-

chitecture that consists of reactive, deliberative and social layers. In those situations 

that there is no time for planning, the reactive layer reacts to the situation. Otherwise, 

the architecture generates goals, plans sequence of actions to reach those goals, sched-

ules the actions, and executes them. Hybrid architectures are widely utilized in space 

robotic systems as well [5]. RA [6] is a hybrid architecture tested on deep space-1. It is 

designed to provide reliable autonomy for extended periods. IDEA [33] is a multi-agent 

architecture that supports distributed autonomy by separating the layers of architecture 

to independent agents. IDEA has been successfully evaluated on K9 rover. MDS [34] 

is a hybrid software framework that emphasizes state estimation and control whereas 

TITAN [34] emphasizes model-based programming. LAAS [35] and Claraty [36] are 

other examples of hybrid architectures utilized in space missions. The modern space 

systems including satellite systems (e.g. EO-1 and Techsat-21) and interplanetary mis-

sions (e.g. DS-1) exploit hybrid architectures. We adopt RA framework as a reliable 

architecture to design a generic architecture for autonomous virtual agents that consist-

ently supports deliberative and reactive behaviors. 

3 Autonomy for Virtual Agents 

RA [6] architecture provides the spacecraft with onboard autonomy and is developed 

as a hybrid platform with three operational layers including: deliberative planner-sched-

uler (PS), reactive executive, and mode identification and recovery system (MIR). PS 

determines the optimal execution sequence of actions in a way that spacecraft can reach 

its predefined mission goals. Also, it schedules the start time of the actions. Reactive 

executive receives scheduled actions from PS, and decomposes them to sub-actions 

understandable by flight software. Flight software is an interface between RA and 

spacecraft hardware, and consists of collection of software packages such as motor con-

trollers managed by RA. Moreover, executive monitors the execution process to detect 

the inconsistencies in plans. MIR consists of mode identification (MI) and mode recov-

ery (MR) units. MI transfers the low-level sensor data to high-level perceptions and 

provides its upper levels with the current system configuration. Ultimately, MR pro-

vides the system with error detection and recovery services. 

Schematic of our proposed architecture, inspired by RA, is shown in Figure 1. It 

consists of two layers including cognitive and executive layers. Furthermore, it utilizes 

a middleware as an interface between abstract agent and its embodied counterpart ani-

mated by a game engine. In this architecture, the components are placed in their corre-

sponding layers regarding their operational frequency and abstraction level. The cogni-

tive layer is responsible for providing cognitive functionalities whereas the executive 

layer is responsible for executing the decisions made by cognitive layer and providing 

the cognitive layer with high level feedbacks. Cognitive layer functions in low fre-

quency and high level knowledge representation, and plans for long temporal horizons 

whereas executive layer functions in high frequency and deals with the current situa-

tions in a reactive and soft real-time manner. 



 

Fig. 1. Schematic of the proposed generic architecture for autonomous virtual agents 

3.1 Cognitive Layer 

Cognitive layer provides IVA with autonomy, and consists of three components includ-

ing mission manager (MM), planning-scheduling (PS) and knowledgebase (KB). MM 

contains the agent’s goals and feasible actions. It consists of three sub-units including 

goal automaton, goal generator, and action database. Goal automaton keeps a network 

of predefined goals, and is defined as a DFA (deterministic finite automaton) 

A=<Q,Σ,σ,q,F> where Q denotes a set of goals, Σ is the evaluation signal indicating 

whether the current goal has been achieved, σ is the transition function (i.e. σ:Q×Σ→Q) 

which determines the priority of goals, qϵQ determines the initial goal, and F⊆Q is the 

set of final goals. Structurally, goal automaton is a graph whose nodes present the goals, 

and edges determine the satisfaction criteria of corresponding goals. 

Goal generator functions as the transition function of the goal network. In each time 

step, it evaluates current goal and received perceptions in order to determine whether 

the current goal is satisfied. If so, it transforms the goal state to a new goal within the 

goal automaton, and sends the new goal to PS, so that it can plan new sequence of 

actions. In case that the goal generator detects the current goal is not satisfied, it keeps 

the current goal as mission objective. 

Regarding the physical constraints of controlled system, there is a limited set of valid 

actions that agent can execute. These feasible actions are stored in action database. An 

action is a high-level abstract activity that encapsulates a few low-level sub-actions and 

consists of a unique identifier, some preconditions and effects, estimated execution du-

ration, set of sub-actions, and their execution timeline. This abstraction scheme dramat-

ically reduces the complexity of planning and scheduling processes. Preconditions de-

termine the constraints on state variables which must be satisfied in order to an action 



can be executed. Effects determine how the execution of an action affects the state var-

iables. Planner relies on information regarding preconditions and effects of actions to 

determine the optimal sequence of actions. 

PS plays a crucial role in the proposed architecture. It consists of three sub-units 

including deliberative planner, scheduler and plan database. Deliberative planner de-

cides serial or parallel sequences of actions fetched from action database for long tem-

poral horizons to reach the mission objectives in an optimal trajectory based on the 

perceptions received from executive layer, goals fetched from mission manager, and 

required information by actions from knowledgebase. It utilizes a backtracking algo-

rithm with pruning strategy to find the best sequence of actions that achieve the current 

goal. The backtracking algorithm constructs a valid and optimal sequence based on 

information regarding the effects and preconditions of the actions. It is noteworthy that 

pruning strategy reduces both spatial and temporal complexities, significantly.    

As soon as deliberative planner completes the planning process, it sends the action 

sequence to scheduler, which in turn, determines the start time of the sequence. Esti-

mated execution time of each action is computed using regression techniques. Using 

this information, scheduler assigns a start time to each action within the sequence. Then, 

the planned and scheduled action sequence is inserted into the plan database. In each 

time step, this temporal database retrieves actions regarding their start time and sends 

them to the executive layer, which in turn, executes them.   

KB component as a profound memory provides the agent with knowledge acquired 

from perception sequence. Essentially, a knowledgebase consists of a set of sentences 

that claim something about the world, an updating mechanism, and a knowledge ex-

traction engine [1]. Our KB consists of two sub-modules: fuzzy ontology and search 

engine. Fuzzy ontology represents the concepts, objects, features and their relations 

based on the agent’s perceptional history. The ontology can be constructed either in 

design-time to keep the built-in knowledge, or in run-time to automatically capture the 

knowledge, or in a hybrid manner. It utilizes a maintainer as an updating mechanism 

that receives current perceptions from the executive layer and compares them with the 

knowledge represented in the ontology. Based on this comparison, it may decide to 

insert new concepts, objects or relations, update them, or even prune the ontology to 

omit the redundancies or inconsistencies. It is noteworthy that extending the ontology 

with fuzzy theory enables the agent to model both internal and external uncertainties. 

We utilize the fuzzy ontology proposed in [37] to design the agent’s knowledgebase. 

Search engine receives queries from PS and searches the ontology by applying iterative 

first depth search. Then, it returns the resultant knowledge to PS.  

3.2 Executive Layer 

Executive layer executes the decisions made by cognitive layer, monitors the execution 

process, and provides the cognitive layer with high-level feedbacks. As illustrated in 

Figure 1, this layer consists of two main components including state identification and 

estimation unit, and smart executive. The first component, state identification and esti-

mation unit is responsible for providing the framework with perceptions and estima-

tions. It receives the sensory data from the game engine interface and maps it to the 



formal knowledge representation used by cognitive and executive layers. In other 

words, it converts data acquired from IVA’s virtual sensors to the perceptions cogno-

scible by the agent. In order to complete this task, it utilizes Kalman filters for data 

assimilation and fuzzifiers for data conceptualization. Moreover, it can exploit variety 

of software libraries to perform specialized data processing activities such as automatic 

speech recognition, image processing, etc. Therefore, state identification and estimation 

unit enables the agent to deal with a variety of sensory data acquired from different 

sensory channels.  

Smart executive is responsible for executing sequences of planned actions within 

plan database, and monitoring the execution process in order to prevent inconsistencies. 

It consists of two sub-components including decomposer and reactive planner. Decom-

poser fetches the scheduled action sequences from the plan database, assigns a software 

thread to each of the retrieved actions, and starts the threads according to the schedule. 

Using this approach, agent can perform parallel plan execution. As aforementioned, 

each action is an abstract activity that embodies a set of low-level activities (i.e. sub-

actions). In the beginning of execution of an action, it invokes its corresponding sub-

actions according to a predefined timeline. This timeline is a built-in knowledge defined 

by system experts. Execution of each sub-action results in an activity in embodied layer 

(i.e. agent’s avatar). Thus, using this hierarchal scheme, abstract decisions are mapped 

to physical manipulations and actuations within the virtual environment. Furthermore, 

decomposer can employ specialized software libraries to provide the actions with re-

quired facilities such as text-to-speech engine. Additionally, decomposer monitors the 

execution to prevent inconsistencies. It compares the current states of the system with 

the expected states predicted by state estimation, and in case of any irregularities, it 

halts the inconsistent thread and sends a signal to the reactive planner so that it can take 

a proper action to eliminate the inconsistency.    

Reactive planner is an event-oriented planner that reacts to the unpredicted situa-

tions. It exploits a greedy algorithm to choose an action that can handle the unpredicted 

situation with minimum cost. The cost is computed based on the number of actions 

required to be performed in order to return the agent’s configuration to the planned 

trajectory. Therefore, in case of unpredicted situation, reactive planner switches from 

monitoring mode to reacting mode and executes minimal number of activities to solve 

the inconsistency. It is noteworthy that in those situations that reactive planner executes 

an unplanned action, it informs PS regarding the divergence in plan sequence, which in 

turn, investigates whether the current sequence can still reach the current goal. If the 

goal is not reachable, it repairs the sequence using a backtracking algorithm, and in-

forms the decomposer to fetch the repaired sequence to execute. 

Ultimately, game engine interface as a middleware provides an interface between 

the abstract agent (i.e. mind) and its embodied counterpart (i.e. body). It directly maps 

the sub-actions to physical activities within the virtual environment. Moreover, it trans-

fers the virtual sensory data from the avatar to its controlling layer. Additionally, it 

performs a few pre-processing steps such as encoding and decoding data to facilitate 

the coordination between the abstract and animated layers. It is noteworthy that our 

proposed architecture is body-independent in a sense that it can adapt to a given body 

by embedding proper knowledge within its mission manager.  



4 Experimental Results 

Reliability of our proposed architecture is partially supported by evaluation results of 

its predecessors operating in inter-planetary missions. However, for further evaluations, 

we design a discrete event-based 2D world-- the world of circles. In this virtual world, 

we define three different types of circles regarding their colors (i.e. red, green and blue). 

These circles may either pop into the world randomly or in a predefined order. The only 

constraint is that they can only enter the world from a fixed position called the origin. 

In case of random entrance, a circle with random color enters the world from the origin 

point. Otherwise, the order of circles is announced before their arrival. There are three 

non-stationary target zones in the world, each corresponding to a particular color. Also, 

a few non-stationary obstacles are embedded in the world. The agent’s goal in this sim-

ulation is to pick up a circle from the origin and move it to one of the target zones 

regarding the color similarity while avoiding the obstacles (e.g. blue circles to blue 

target zone). It is noteworthy that because the random circles can pop into the world 

among the predefined sequence of circles, and both targets and obstacles are non-sta-

tionary, the world provides proper characteristics to evaluate both reactive and deliber-

ative behaviors.  

We applied our proposed architecture to the world of circles by implementing an 

agent based on our architecture to move the circles to their target zones while avoiding 

the obstacles. The agent and environment are implemented in C#.Net programming 

language. A sample scene of the simulation is shown in Figure 2. The gray rectangles 

present obstacles whereas blue, purple and green rectangles present the target zones. In 

this simulation, user can determine the number of circles, their colors, and the random-

ness level (i.e. randomness of 0.1 means one out of every ten circles pops into the world 

randomly following a uniform distribution). The agent’s KB contains the positions of 

the origin, obstacles and target zones as variables. Its action database contains the fol-

lowing action: 

Action identifier: Move (Circle) 

Preconditions: 

           Status: Idle 

          #Circles>0 

Effects: 

           #Circles-- 

Estimated execution time: #Steps 

Sub-Actions: 

           Status: Moving            

           Fetch(Circle); 

           Loop: FindPath(Circle); 

           Move(Circle); 

     If(Failure)  

              FindTarget(Circle); Update(KB);Goto Loop; 

     Else  

              Status: Idle 



 

Fig. 2. Snapshot of discrete event implementation of world of circles 

Preconditions of this action state that the agent must be idle and there must be new 

circles in queue. This action first moves the agent to the origin position and then finds 

an optimal path from origin point to the corresponding target zone using A* algorithm 

based on current values of position variables. Then, it moves the front circle in queue 

to its target zone. If it succeeds, the action is completed. Otherwise, it finds the new 

position of the target, updates its knowledgebase and repeats the path planning process. 

As soon as the agent gets information regarding the arrival of new sequence, its delib-

erative planner plans paths for those circles whose arrival is announced. However, it is 

possible that a random circle arrives among the predetermined circles. In this case, the 

reactive planner activates, plans the proper path for the random circle, and then informs 

the PS. Then, the scheduler reschedules the remaining actions.  

In order to facilitate the evaluations, we employ timing diagrams of simulation pro-

cess to represent the activation sequences of components. A sample timing diagram of 

the simulations is shown in Figure 3 in which vertical axis indicates the components 

(i.e. FO: fuzzy ontology, SE: search engine, PS: planner-scheduler, RP: reactive plan-

ner, MM: mission manager, SIE: state identification and estimation, DE: decomposer). 

As shown in Figure 3, components function in different frequencies. As an example, 

while agent is executing the plans from TPS:1, a random circles pops in and reactive 

planner reacts to the situation in TRP:1.  

We run the simulations for 1100 times. After each 100 simulations, we increase the 

randomness by 0.1. Also, we use 200 circles with uniform random colors in each trial. 

The length of a sequences is selected by a random uniform distribution in range of 

[5,25]. Simulation results are shown in Figure 4. As illustrated, by increasing the ran-

domness of the simulation, the number of activations of deliberative planner decreases 

whereas this number increases for reactive planner. Furthermore, even when there is no 

randomness in the simulation, the reactive planner activates when two consecutive se-

quences appear with a small delay. In this case, deliberative planner does not have 

enough time to plan for all the circles, thus agent detects them as unplanned circles, and 

activates the reactive planner. 



 

Fig. 3. Sample timing diagram of activation of components within the proposed architecture 

 

Fig. 4. Average number of reactive and deliberative behaviors in response to changes in ran-

domness of the simulations 

5 Conclusion 

In this paper, we introduced a generic architecture for autonomous virtual agents in-

spired by onboard autonomy utilized in inter-planetary space missions. Our proposed 

architecture provides the agent with concurrent deliberative and reactive behaviors. 

Furthermore, it equips the agent with necessary components for autonomy such as 

fuzzy knowledgebase and smart executive. In order to validate our proposed architec-

ture, we implemented a discrete event simulated world. The evaluation results of ap-

plying our agent architecture on this world suggest that the architecture is valid and 

consistent, and is able to handle deliberative and reactive functionalities, simultane-

ously. Moreover, it can properly support the required parallelism among the processes. 

As future works, we are planning to apply our agent architecture to a complex game 

scenario and investigate it is capability in playing the game autonomously. Moreover, 

we are planning to exploit reinforcement learning so that agent can learn its feasible 

actions, independently. Ultimately, we are planning to utilize a self-organizing neuro-

fuzzy architecture to learn the ontology automatically from perception sequence. Using 

these two learning schemes renders the need for expert’s knowledge obsolete. 
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