
EUROGRAPHICS 2000 / M. Gross and F.R.A. Hopgood
(Guest Editors)

Volume 19(2000), Number 3

Generating Animatable 3D Virtual Humans from
Photographs

WonSook. Lee, Jin Gu, and Nadia Magnenat-Thalmann

MIRALab, CUI, University of Geneva, Switzerland
Web: http://www.miralab.unige.ch

E-mail: {wslee, gu, thalmann}@cui.unige.ch

Abstract

We present an easy, practical and efficient full body cloningmethodology. This system utilizes photos taken from
the front, side and back of a person in any given imaging environment without requiring a special background or
a controlled illuminating condition. A seamless generic body specified in the VRML H-Anim 1.1 format is used
to generate an individualized virtual human. The system is composed of two major components: face-cloning and
body-cloning. The face-cloning component uses feature points on front and side images and then applies DFFD
for shape modification. Next a fully automatic seamless texture mapping is generated for360o coloring on a
3D polygonal model. The body-cloning component has two steps: (i) feature points specification, which enables
automatic silhouette detection in an arbitrary background(ii) two-stage body modification by using feature points
and body silhouette respectively. The final integrated human model has photo-realistic animatable face, hands,
feet and body. The result can be visualized in any VRML compliant browser.

1. Introduction

In recent years, modeling virtual human body has attracted
more and more attention from both the research and in-
dustrial community. It is no longer fantasy to imagine that
one can see herself/himself in a virtual environment mov-
ing, talking and interacting with other virtual figures or even
with real humans. By advances in algorithms and new devel-
opments in the supporting hardware this fantasy has become
a reality.

The issues involved in modeling a virtual human model
are as follows:� acquisition of human face and body shape data� realistic high-resolution texture� functional information for animation of the human face

and body

We address how to acquire an animatable human body
with a realistic appearance. It is our goal to develop a tech-
nique that enables an easy acquisition of the avatar model
having the ability to be animated well and produced at a low
cost. There are two basic types of techniques for obtaining
3D object models, according to the different requirements

for the models. The first type of technique focuses on the ac-
curacy and precision of the obtained object models, such as
those used in CAD systems and industrial applications. The
second type of techniques concentrates on the shape and vi-
sual realism of the reconstructed models, such as those used
in virtual reality applications.

When we have to place importance on the accuracy of the
shape, there are various approaches to the reconstruction of a
face either using a sculptor8, a laser scanner22, a stereoscopic
camera21, an active light stripper24, video stream16; 9. In re-
cent years, body cloning has also become an increasingly hot
topic. Similarly, there are many methods that concern pre-
cision and accuracy16; 11; 1; 7; 10; 13. Generally, these systems
are either expensive or require expertise knowledge in using
them and need a special environment setting. Thus, most of
them have limitations when compared practically to a com-
mercial product (such as a camera) for the input of data for
reconstruction and finally animation.

On the other hand, systems using the second type of tech-
niques are much cheaper and easier to use. These techniques
are usually model-based. There are several approaches to
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the reconstruction of either a face2; 15; 17; 20 or a body12 from
photo date. These approaches concern mainly the individ-
ualized shape and visual realism using a high quality im-
age input. For example, Hilton et al.12 proposed a method
for cloning virtual people. A generic human model is taken
and information extracted from photos is used to modify the
generic model. The approach is simple and efficient. How-
ever this method does not give a good reconstruction and
animation for the face. In addition, their generic model is
not seamless, which means the regions around certain skele-
ton joints do not have the smoothly connected surface, so
that the final textured model has some mismatching prob-
lem when we animate the joints. It also lacks the flexibility
in terms of the imaging environment since it requires a spe-
cially prepared background and properly controlled lighting
when images are taken.

Our approach, which belongs to the second type, ad-
dresses the following questions and suggests the solutions.

What to produce from what?

We produce a realistic and animatable whole body includ-
ing the face, hands and body from photo data. Every body
parts are smoothly connected and textured. Photographs of
the whole body cannot provide sufficient facial information
in order to construct a good face model and further facial an-
imation. Therefore, we take two additional photos that focus
on the face only, besides the three whole body photos.

How easy is the environment to get the input?

We use simple snapshots with commercial cameras with-
out any special environment. Instead of seeking a solution
by using special environment, we provide a user-friendly in-
terface, which allows non-expert user to interactively hint to
the system certain important information about the human
body. In this way, with a little amount of user interaction, we
achieve more flexibility in using the system.

How automatic is the processing for users?

We provide an automatic system except for a few interac-
tions at the beginning as shown in Figure 1.

How much can we animate?

The individualized virtual human inherites the functional
structure from the generic human with animation capacity
on the face and body.

How easy is it to visualize with other applications?

The VRML Humanoid Animation Working Group (H-
Anim) exists for the main purpose of creating a standard
VRML representation for humanoid. Our generic body is in
VRML H-Anim 1.1 format14 and the resulting body can be
visualized by web browsers, such as Netscape and animated
by a JAVA program.

The outline of the algorithm is shown in Figure 1. Section
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Figure 1: Overflow of face and body cloning

2 is devoted to the face-cloning program while Section 3 ex-
plains the body cloning. The results are shown in Section 4
and are concluded in Section 5.

2. Face cloning

2.1. Shape modeling

In this section, we present a way to reconstruct a photo-
realistic head for animation from orthogonal pictures. First,
we prepare a generic head with an animation structure and
two orthogonal pictures of the front and side views. The
generic head has efficient triangulation, with finer triangles
over the highly curved and/or highly articulated regions of
the face and larger triangles elsewhere. It also includes eye-
balls and teeth.

The main idea to get an individualized head, is to detect
feature points (eyes, nose, lips, and so on) on the two im-
ages and then obtain the 3D position of the feature points
to modify a generic head using a geometrical deformation.
The feature detection is processed in a semi-automatic way.
The user sets a very few feature points (key points) and the
other feature points are fitted using apiecewise affine trans-
formationfirst and then snake methods. The structure snake
method with some anchor functionality is described in an-
other paper19. Then, two 2D position coordinates in the front
and side views, which are theXYand theZYplanes, are com-
bined to be a 3D point. After using a global transformation
to move the 3D feature points to the space for a generic head,
Dirichlet Free Form Deformations (DFFD)23 are used to get
new geometrical coordinates of a generic head adapting to
the detected feature points. The control points for the DFFD
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Figure 2: (a) normalization and features. (b) Modification
of a generic head with feature points

are feature points detected from the images. Then the shapes
of the eyes and teeth are separately adapted to the new head
with translation and scaling from the generic model. Figure
2 shows the steps for head modification from photos.

2.2. Texture mapping

Texture mapping is useful not only to cover the rough
matched shape, as here the shape is obtained only by fea-
ture point matching, but also to get a more realistic colorful
face.

The main idea of texture mapping is to get an image by
combining two orthogonal pictures in a proper way to get the
highest resolution for the most detailed parts. The detected
feature points data is used for automatic texture generation
by combining two views (actually three views by creating
the left view by flipping the right view). We first connect
two pictures with a predefined index for feature lines using
a geometrical deformation (see Figure 3 (a)) and a multi-
resolution technique6 for removing boundaries between dif-
ferent image source (see Figure 3(b)). The eyes and teeth im-
ages are added automatically on top of an image, and these
are necessary for the animation of the eyes and mouth re-
gion.

To give a proper coordinate on a combined image for ev-
ery point on a head, we first project an individualized 3D
head onto three planes such as the front (XY), right (ZY) and
left (ZY) directions. With the information of the predefined
index for feature lines, which are used for image merging
above, we decide on which plane a point on a 3D head is
projected. Then projected points on one of three planes are
transferred to either the front feature points space or the side
feature points space in 2D. Finally, a transform on the image
space is processed to obtain the texture coordinates. More
details are found in the paper20.

Figure 3: (a) A geometrical deformation for the side views
to connect to the front view (b) before and after multi-
resolution techniques.

Figure 4* shows several views of the final reconstructed
head out of two pictures in Figure 2(a). When we connect
this head with a body, we remove the neck (see the second
last face in Figure 4*) since the neck is from the body due
to the body skeleton animation for face rotation. The face
animation is immediately possible as being inherited from
the generic head as shown in the last face in Figure 4*.

Figure 4: snapshots of a reconstructed head in several views
and animation on the face

3. Body cloning

Our body cloning is a model-based method. We use two
main inputs. The first input is the generic body. The second
is still photos of a person to be cloned. We assume the per-
son wears trousers and not too loose clothes. We deform the
generic body to adapt to the individualized body.

3.1. Generic body structure

The generic body is in MPEG-4 compatible H-Anim 1.1
formats14. The skeleton and several skin parts displayed with
several colors are shown in Figure 5 where the skin parts are
smoothly connected. It has 94 skeleton joints and 15 skin
parts includinghead, right_hand, left_hand, right_foot and
left_foot. The first version of generic body we are using is
collected from a public domain3 and modified for our usage.
Each skin part is saved in local coordinates and is related
to a skeleton joint as shown in Figure 6, where the skele-
ton location is indicated by arrows and related skin parts are
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Figure 5: The seamless generic body with H-Anim 1.1 skele-
ton and several skin parts

written inside (). The right side skin parts are not shown,
but it is easy to guess from the left side. Each skin part is
transformed into global coordinates by a 4x4 matrix which
connects to the corresponding skeleton joints.

Skullbase (head)

vc4 (neck)

l_shoulder (left_upper_arm)

l_elbow (left_lower_arm)

Sacroiliac (hip)

l_hip (left_upper_leg)

l_wrist (left_hand)

l_knee (left_lower_leg)

l_ankle (left_foot)

vl5 (front_torso, back_torso)

Figure 6: The H-Anim joints related to skin parts

The 12 skin parts besidehead, handsand feet are de-
signed to have real-time deformation for animation3. The
good points of these skin parts are that first they compose a
seamless skin envelope, so that the texture mapping will be
smoothly connected with animation. Secondly the way how
to organize the points is specially designed such that each
skin part is composed of several slices and each slice in the
skin part has the same number of points. For example thehip
has 6 slices and 26 points on each slice (the total point num-
ber onhip is 6x26 = 156). We call it as thegrid structure,
which makes thepiecewise affine transformationpossible in
later sections.

Thehead, handsandfeetare separate objects with differ-
ent structures fromgrid structure. They are also animated in
different ways.

3.2. Taking photographs and initialization

We focus on the simplest environment to take photos with
only one camera. We take three photos, from the front, the
side and back. In this case, the front and back views are not
exact reflections of each other since we asked the person to
rotate for the back view after taking the front view.

We input the height of the person and the image body
heights are checked on the three images for normalization.
Figure 7 shows normalized images. Since we use arbitrary
background to take photos and the size of the person is not
fixed, we use interactive feature points localization on im-
ages as shown as small points in Figure 7. This simple fea-
ture points localization is used for skeleton modification,
rough skin deformation and automatic edge detection in the
next sections.

Figure 7: Feature points on three images

3.3. Skeleton modification

Figure 8: Automatic Skeleton fitting with feature points.

When we have feature points for the skin envelope (even
though the person put on clothes, we assume that the clothes
outlines are close to the skin outlines), we can have an esti-
mation of the skeleton. For example, for ther_elbowmust be
located around middle position between the right end shoul-
der point and outer end point of the right wrist. Here we
apply affine transformations and Barycentric interpolation
to find the typical skeleton joints from feature points. Since
there are 94 skeleton joints, we make a subset of joints as
key joints, which are modified by feature points while others
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are modified bypiecewise affine transformationsdefined by
key joints and the skeleton hierarchy.

The skeleton joints of thehead, handsandfeetare simply
scaled and translated with the transformation between the
generic body’s skeleton and the person’s skeleton, for exam-
ple vt1 andHumanoidRootcan be used to find the transfor-
mation. Figure 8 shows the skeleton modified by the front
and the side views. Since the front and back views do not
have the exactly same pose, the skeleton modified by the
front view does not match on the back view.

3.4. Rough skin modification

As we mentioned in the section 3.1, each skin part is con-
nected to a skeleton joint by a 4x4 matrix to be in global co-
ordinates. We update the matrix by scaling, translation and
rotation defined by the corresponding skeleton joint and the
child skeleton joints. As we see in Figure 9, adjacent skin
parts are not guaranteed to be continuous. The shoulder parts
are overlapping with torso parts.

Figure 9: Updated skin parts by skeleton joints and related
matrix

A simple linear transformation by 4x4 matrix does not
solve the overlapping or separating problems. So we need a
special transformation to solve the overlapping (or separat-
ing) problem and integrate the skin parts properly with an
approximated shape to the person.

Here we define a freeform deformation to make a rough
matched continuous body with feature points information.
The control points are placed at certain required positions
to represent the shape characteristics. Hence the skin model
can be deformed by moving these control points, which is
designed such as they have corresponding points on the front
(or back) and the side view images, or the locations are found
with certain relations. For example the boundary between
the front_torsoandright_upper_armcan be found from the
feature points on the bottom-right corner point of the neck
and on the right end shoulder point on the images. Further-
more, several control points are located at the boundaries
between two parts, so that surface continuity is preserved
when the posture of the generic body is changed. These con-
trol points are used for thepiecewise affine transformation.

Left most Right most

Left most Right most

(a)

Left most

Left most

Right most
Front most

Back most

Front most Back most

Right most

(b)

Left most

Left most

Right most

Right most

Left most Right most

Front most

Front most

Front most

(c)

Up most (end-shouler pt)

Left most

Down most (Armpit pt)

Up most (mid-shoulder pt)

Right most

Down most

Top-slice (Arm hole)Shoulder-slice

Bottom-slice

(d)

Figure 10: The control points on right_upper_leg, hip,
front_torso and right_upper_arm parts

We apply separate deformations for each skin part. We show
some examples of the control points in Figure 10.

We apply firstpiecewise affine transformationwhere each
affine transformation is defined on each segment on a curve.
Thanks to thegrid structure of skin parts, we apply the
piecewise affine transformationhorizontally first on slices
with control points and then vertically on points which have
the same index on each slice. For example for thehip part,
we define the first affine transformation with the left-most
point on the top-slice and the front-most point on the top-
slice and corresponding control points on images. Also we
apply the affine transformation on points between the left-
most point and the front-most point. Then we define the next
affine transformation for front-most point and right-most
point and apply it to points in between. We define and apply
the third and forth affine transformations on the other two
pieces on the top-slice. Then we get a new top-slice from the
generic body’s slice, which fits to the person’s top-slice now.
Then we apply the similar process for the bottom-slice that
has control points too. After getting the new bottom-slice,
we define an affine transformation in the vertical direction
using two points with the same index on the top-slice and
the bottom-slice. Figure 11 shows the steps for thehip part.
For the*_upper_armparts, we applypiecewise affine trans-
formationfor three slices such as the top-slice, the shoulder-
slice, and the bottom-slice as shown in in Figure 10 (d).

Figure 11: The process of the affine transformations for the
hip
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After applying thepiecewise affine transformation, we
make one more process to stick adjacent skin parts properly.
When the generic body is loaded, the connection database is
built automatically and it is used for the skin parts connec-
tion. The database contains which point on which skin part
is connected to which point on which skin part. Theneckis
not deformed using the feature points from images since it
is too small on the images. Thepiecewise affine transforma-
tions are defined from adjacent points on theheadwith the
top-slice onneckand from adjacent points on thefront_torso
andback_torsowith the bottom-slice onneck.

It is a rough deformation since we deform the generic
body only with a few feature points. So it does not match
exactly for the outfit on the images. However it serves as an
initialization of skin for the shape and catches a proper func-
tional approximation for animation such as having a proper
skeleton and skin parts localization.

Figure 12: two bodies (front+side/back+side) with rough
skin deformation

Since the front and back views were taken in different po-
sitions, we produce two bodies as seen in Figure 12. The
left one obtained from the front and the side images and the
right body from the back and the side images. The reason
to produce two bodies is because of two sources for texture
mapping, which will be described later.

3.5. Heuristic based silhouette extraction

There are plenty of literatures available about boundary ex-
traction or edge linking5; 18. It can be treated as a graph-
searching problem, as an optimization problem, or as an en-
ergy minimization and regularization procedure. However,
these algorithms are usually inefficient due to the need for
backtracking or exhaustive search. Or the algorithms need
time to reach convergence or stable result, such as the snake
algorithm. We design a simple algorithm by making use of
the feature points on the body. In this section these feature
points serves as the heuristics for the body silhouette extrac-
tion.

First, Canny edge detector is applied to every image. Then
a coloring-like linking algorithm is used to link the edgels
(edge pixels) into connected segments. Due to possible noise

caused by the background, the edgels generated by the back-
ground sometimes are connected to the body edgels. To
avoid this potential wrong connection from occurring, we
split the segments into short line segments.

To make the following discussion easier, let us call the line
segments formed by consecutive feature points asfeature
segments, while the short line segments formed by linking
edge pixels, asedge segments. Each feature segment indi-
cates the vicinity and approximate direction of the boundary
to be found. From the Canny edge detector and linking step,
we obtain theedge segmentsgenerated by the object as well
as by the background. We first throw away those lying out-
side the vicinity of anyfeature segments. The goal now is,
for each feature segment, to find a path that is formed by an
ordered set ofedge segmentswithin its vicinity.

To link theedge segmentsinto meaningful boundaries, we
first look for the admissible connection for each edge seg-
ment. See Figure 13. We define a connection between edge
segmentS1 = P12�P11 andS2 = P22�P21 as admissible if:

S1 �S2 � 0:0; α1 < Tsm; α2 < Tsm

whereP11, P12, P21 andP22 are the ends of the two seg-
ments under consideration,α1 is the angle betweenS1 and
the potential connecting segmentC12 = P21�P12, α2 is the
angle betweenC12 and S2, Tsm is the maximum angle al-
lowed for the connection. Next in order to select the most
desired connection, we define a functionGL to evaluate the
“goodness” of the potential connection :

GL(S1;S2) = cos(α1)cos(α2)(1+cos(α1)cos(α2)log(M2))(wD1+(1�w)D2)
whereD1 is the length of theC12 andD2 is the distance

from theP22 to the feature segmentL, M2 is the edge mag-
nitude of edge segmentS2, w is the weight ofD1 taken as a
constant in our experiments. The rationale behind this defi-
nition is that we always favor a connection that contributes
to a smooth path running alongL, formed by segments with
strong edge magnitude.

S2

S1

P22

P21

P12

P11

α1

α2

L

D2

Figure 13: Link two edge segments

Thus based onGL, we find, for the two ends of each edge
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segment, its best connection that maximizesGL among all
of its neighboringedge segments. Now we are ready to build
the path. Starting from each edge segment, we connect it
to its two best connections computed byGL to form a par-
tial path. For theedge segmentssitting on the head and tail
of this partial path, we connect their open ends to their re-
spective best connections. This procedure is repeated until
there is no further connection possible. So a pathP consists
of a sequence ofedge segments Si , i = 1;2; :::;N. Now we
need another evaluation function to assess the “goodness” of
a path. We define a functionGP as:

GP(P) = ΣMi=(w1DT1+w2DT2+w3ΣDi(1+sin(αi;1)+sin(αi;2)))
where ΣMi is the summation of the edge magnitudes,

DT1 is the distance between the path ends to the ends of
the feature segment, andDT2 is the average distance from
the pixels on the path to the feature segment.Di , αi;1 and
αi;2 correspond toD1, α1 andα2 in Figure 13, respectively.
w1;w2;w3 are the weights of each measurement (here we
take the value 0.2, 0.2 and 0.8 respectively). Among all
the paths found, the oneP� maximizingGP is selected, i.e.
P� = argmaxP(GP(P)). We show a few examples in Figure
14.

3.6. Fine skin modification with silhouette information

After the skeleton adjustment and rough skin modification
in the previous sections, the skin parts have been adjusted
into proper orientation and rough size. Now we discuss how
the image silhouettes are used to further modify the body so
that the final body will produce the same silhouettes as those
extracted from the images.

To build the 2D-3D association, we back project the 2D
into 3D space. The silhouettes from the front or back view
are mapped onto theXY plane and also the side view is
mapped onto theZY plane. For each viewv, every sliceSi
has two points,Vv

i1 andVv
i2 on the occluding slice. These two

points correspond to two pixels on the silhouette. Denote
these two corresponding pixels asPv

j1 andPv
j2. Generally the

number of pixels is much larger than the number of slices, so
we use the following formula to select the proper pixel pair:

Pv
jk = Pv

1 +(MCi �MC1)=(MCK �MC1)(Pv
N�Pv

1)
wherek= 1;2, andPv

1 andPv
N are the first and last pixel on

the silhouette,MCi ; i = 1;2; :::;K is the mass center of slice
i. All the parts except the arms have silhouettes from two
views, i.e. front/back and side views. The arms only have sil-
houettes extracted from the front/back view. Now the prob-
lem is reduced to how to modify the model slice given 2 or 4
data points that are associated to points on the slice. We first
apply a global translation to all the points on the slice so that
the mass center of the slice coincides with the midpoint of
the two back-projected pixels. Then we do a global scaling

Figure 14: Images with super-imposed silhouette

to the slice. The scaling factor is estimated as the ratio of the
distance between the two associated pixels and that between
the two points. The silhouette from front/back image is used
to scale the slice onXY plane and that from side view is
used to scale inZY plane. In order to ensure the two points
Vv

i1 andVv
i2 that sit on the occluding slice to produce the pix-

els same as the two associated pixelsPv
i1 andPv

i2, we apply a
translationTi;m to each pointVi;m of the slice as follows:

Ti;m= w(Pv
i1�Vv

i1)+ (1�w)(Pv
i2�Vv

i2)
where w = ArcL(Vi;m;Vv

i2)=ArcL(Vv
i1;Vv

i2), m =
1;2; :::;Ni;Ni is the number of points on sliceSi , and
ArcL(:) is a function computing the arc length of the slice
curve. This makes sure the modified slice will generate the
exactly same image pixel points under the same projection
while keeping the curve smoothness. Special care is needed
for the shoulder-upper arms joining. The generic body has
slices that are used to smoothly transit the shoulder to upper
arm (see Figure 10 (d)). However there is actually no explicit
corresponding information in the image. Fortunately, we
can rely on the association of the upper arm with the torso
to adjust these few slices. First of all, the orientation andthe
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size inXY plane of these slices are adjusted by making use
of the silhouette generated by themiddle shoulder pointand
the estimatedarmpit point. Secondly, we have to enforce the
upper arm to be seamed to the armhole, which is associated
with the torso. In such a way, we can estimate a rough
scaling inY Z plane since the torso has been modified by its
side view silhouettes.

3.7. Texture mapping

We use only the front and back views for texture mapping
since the two views are enough to cover the whole body ex-
cept for the head. The head texture mapping is done with the
front and the side views as shown in the section 3.2.

For the texture mapping, we have to give texture coordi-
nates to points on skin envelope. Since there are two images
used, we have to make a partition of the skin envelope poly-
gons, either to the front view or to the back view by checking
the cross product of the vertex normal with the viewing vec-
tor. If the point belongs to a front (back) view polygon (i.e.
visible to front/back view point), we define the point as hav-
ing front (back) view. If the vertex belongs to both a front
view polygon and a back view polygon, we define the vertex
as having front+back view. Since the vertex with front+back
view is located on the boundary of the front and side views,
we set two texture coordinates, one in the front view image
and the other in the back view image. For the other vertices,
it is straightforward to set the texture coordinate either in the
front view image or in the back view image.

To get the texture coordinates, we use a projection onto
theXY plane in the image space. Here we have to pay atten-
tion since there are two bodies either from the front and the
side views or the back and side views. We follow the process
such as:

1. deform the body with the back and side views;
2. project back/front+back viewpoints onto the back view

image plane to get the texture coordinates;
3. deform the body with the front and side views;
4. project front/front+back viewpoints onto the front view

image plane to get the texture coordinates.

Then the final individualized body has the proper texture
mapping on both the front view and the back view. However
there are still some problems on the boundaries as shown in
the left side images in Figure 15. There are mainly two rea-
sons causing this problem. First, due to the size of polygons
on the virtual body, which is much bigger than the pixel size
of images, the projected boundaries of the triangles on the
frontal and back view boundary do not match to the detected
boundaries based on pixel size. In addition due to the lim-
ited digitization resolution of the camera, the pixel colors on
the boundary of foreground and background are usually the
smeared combination of the boundary and foreground color.
Furthermore the noisy effect of the texture is magnified by
the 3D triangles on the boundaries. Secondly although the

two images used for texture mapping are usually taken un-
der same illumination condition, they are not necessarily to
have the same visual intensities or colors. So when they are
mapped onto the 3D body, the difference in the color and
intensity can be easily perceived.

In order to remove the first cause by digitization process,
we modify the pixel colors within the neighborhood of each
edge pixel. Since from the previous edge detection process-
ing, we have already known which side of the boundary is
background, we search along the perpendicular direction to
the edge for a foreground pixel and take its color as the color
for the edge neighborhood pixels. As result shows, this sim-
ple processing removes the noisy effect of the digitization
process.

Next, we need to smooth the frontal and back texture to
remove the difference between the two images. From the
feature points given in the previous processing, we can rec-
ognize semantically the various body parts, hence establish
the part correspondences between the two images. We fur-
ther find the pixel correspondence according to the bound-
ary lengths. Within the neighborhood of the two pixels from
frontal and back view images respectively, we use a linear
blending. LetCF andCB are edge pixels in correspondence
from the frontal and back view images respectively. Then for
any pixelpF andpB in the linear neighborhood of lengthLε
defined to be perpendicular to the local boundary atCF and
CB respectively, we compute its color using the following
blending function:

Fbld(pF ) = αF
1 F(pF )+ (1:0�αF

1 )B(pB)
Bbld(pB) = αB

1F(pF)+ (1:0�αB
1)B(pB)

where αF
1 = 0:5(1:0+ d(CF ; pF)=Lε), αB

1 = 0:5(1:0+
d(CB; pB)=Lε), F(:) and B(:) denote the original color of
the originalpF andpB while Fbld(:) andBbld(:) denote the
blended color for the pixels under consideration.

Figure 15 shows the texture mapping results before and
after texture blending.

Figure 15: The effect of texture blending

4. Connection between body and face and results

We processed face cloning and body cloning separately.
Even though the size of the face is much smaller, we have
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Figure 16: Final H-Anim 1.1 bodies with detailed individu-
alized faces connected to the bodies. They are modified from
one generic model

to keep a detailed structure and high resolution for a face
since we often zoom in the face to see facial animation and
communication. So we use separated images for face cloning
and body cloning and these two cloning methods use differ-
ent texture mapping schemes. The body texture comes from
the front and back view while the face texture comes from
the front and side view due to the sphere like shape, which
needs a side view for proper texture for ear parts. When we
have a face and a body reconstructed separately, we have to
connect them properly to make a smooth envelope for a per-
fectly smoothed body. We check the face size and location
of the face on the front and side view body images using

feature points as shown in Figure 7. Then simple translation
and scaling locate the individualized face on the individual-
ized body. We use an automatic sticking between them by
finding the nearest points on the neck and the head to ensure
the connection.

Figure 17: Animation in a virtual environment

The final bodies are shown in Figure 16* with the input
images in Figure 14. Since the generic body had H-Anim
1.1 structure, the individualized bodies keep the same struc-
ture in VRML H-Anim 1.1 format, which means we can
animate the bodies immediately. The final bodies are ex-
ported into VRML format and can be loaded in public web
browsers. Figure 17 shows an animation example in a virtual
environment4. Since we are using seamless skin structure
for a real-time animation, the skin and textures are smoothly
connected during animation.

5. Conclusion

In this paper, we introduce a model-based approach to photo-
realistic animatable virtual human cloning from several pic-
tures. The method takes as input two photos of the face of
the subject and three photos of her/his body. Two differ-
ent cloning methods are employed to face and body respec-
tively. The efficient and robust face cloning method shows
the processes of modifying a generic head for shape acqui-
sition and producing texture images by combining orthogo-
nal image pair smoothly. An H-Anim 1.1 compliant generic
body is taken to serve as our reference model for a body.
Unlike other existing systems, which require special envi-
ronment to obtain input data, we seek the solution through
a friendly user interface for an accurate localization of fea-
ture points, which are used both for automatic edge extrac-
tion and for modifying the generic body into individualized
ones. A simple but effective heuristics-based boundary ex-
traction algorithm is proposed to automatically extract the
body silhouette from the images. Then to avoid the possible
overlapping for skin parts, we introduce a two-step modifi-
cation, first rough matching just with feature points infor-
mation and then fine matching with detected edge informa-
tion. The body texture mapping is processed using two im-
ages. Moreover, we connect the individualized head to the
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individualized body to form a complete animatable human
model. As a result, we are able to animate the cloned human
models in virtual environments. This method shows better
cloning of the whole body in terms of both reconstruction
and animation. The robustness and practical usefulness of
the face reconstruction method is proved on several public
demonstrations such as ORBIT’98 in Basel (CH), CEBIT’99
in Hannover (DE), SMAU’99 in Milano (IT), and TELE-
COM’99 in Geneva (CH). In these events, hundreds of peo-
ple (Asian/Caucasian/Africa, female/male, young/old) were
cloned and animated in a virtual world in around 5 minutes.
The whole body reconstruction also takes similar time.

The automatic reconstruction of 3D clothes from the same
photo input as we use here is the ongoing research topic.
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