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The Secrecy Capacity of Compound
Gaussian MIMO Wiretap Channels

Rafael F. Schaefer, Member, IEEE, and Sergey Loyka

Abstract— Strong secrecy capacity of compound wiretap
channels is studied. The known lower bounds for the secrecy
capacity of compound finite-state memoryless channels under
discrete alphabets are extended to arbitrary uncertainty sets
and continuous alphabets under the strong secrecy criterion.
The conditions under which these bounds are tight are given.
Under the saddle-point condition, the compound secrecy capacity
is shown to be equal to that of the worst-case channel. Based
on this, the compound Gaussian multiple-input multiple-output
wiretap channel is studied under the spectral norm constraint
and without the degradedness assumption. First, it is assumed
that only the eavesdropper channel is unknown, but is known
to have a bounded spectral norm (maximum channel gain). The
compound secrecy capacity is established in a closed form and
the optimal signaling is identified. The compound capacity equals
the worst-case channel capacity and thus establishing the saddle-
point property; the optimal signaling is Gaussian and on the
eigenvectors of the legitimate channel and the worst-case eaves-
dropper is isotropic. The eigenmode power allocation somewhat
resembles the standard water-filling but is not identical to it.
More general uncertainty sets are considered and the existence
of a maximum element is shown to be sufficient for a saddle-point
to exist, so that signaling on the worst-case channel achieves the
compound capacity of the whole class of channels. The case of
rank-constrained eavesdropper is considered and the respective
compound secrecy capacity is established. Subsequently, the case
of additive uncertainty in the legitimate channel, in addition to
the unknown eavesdropper channel, is studied. Its compound
secrecy capacity and the optimal signaling are established in
a closed form as well, revealing the same saddle-point property.
When a saddle-point exists under strong secrecy, strong and weak
secrecy compound capacities are equal.

Index Terms— Wiretap channel, compound channel, MIMO,
strong secrecy, worst-case, saddle-point.

I. INTRODUCTION

THE nature of the wireless medium makes wireless
communication systems inherently vulnerable for eaves-

dropping. In this context, the concept of information theoretic
security is instrumental since it solely uses the physical
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properties of the wireless channel in order to establish security.
Information theoretic security was initiated by Shannon [1]
and studied later by Wyner, who introduced the now-popular
wiretap channel [2] modeling the simplest scenario involving
security with one legitimate transmitter-receiver pair and
one wiretapper (eavesdropper) to be kept secret. There is
currently a growing interest in information theoretic security,
see [3]–[6].

Since spatial multiple-input multiple-output (MIMO) tech-
niques can improve the performance significantly [7], MIMO
architectures have been identified as indispensable for future
wireless systems. Accordingly, investigation of information
theoretic security for MIMO systems is becoming more and
more attractive. The secrecy capacity of the Gaussian MIMO
wiretap channel is established in [8]–[11] under full channel
state information (CSI), where it turns out that Gaussian
signaling is optimal. Subsequently, the optimal transmit covari-
ance matrix has then been found under the matrix power
constraint in [12] and under the total power constraint for a
number of special cases [8], [9], [13], [14].

Due to the dynamic nature of the wireless medium, but also
due to implementation issues, practical systems always suffer
from channel uncertainty and estimation/feedback inaccuracy.
Thus, the provision of accurate channel state information to the
transmitter is a major challenge for wireless communication
systems. Along with this, it is hardly possible to expect that
the eavesdropper will share its channel with the transmitter
to make the eavesdropping harder, which makes the perfect
eavesdropper CSI model more than questionable. A reasonable
and well-accepted approach to this problem is to assume that
the exact channel realization is not known; it is only known
that it remains fixed during the entire transmission and that it
belongs to a known set of channels (uncertainty set), which
results in the concept of compound channels [15], [16].

The discrete memoryless compound wiretap channel with
a countably-finite uncertainty set (i.e. finite-state channels) is
studied in [17] and [18]. Its secrecy capacity is established
under the degradedness assumption, where all possible real-
izations of the eavesdropper channel must be degraded with
respect to all possible realizations of the legitimate channel.
When this condition is not satisfied, only an achievable secrecy
rate is given while the secrecy capacity for the general case
remains unknown.

The corresponding compound Gaussian MIMO wiretap
channel with countably-finite uncertainty sets is analyzed
in [17]. Similarly to the discrete memoryless case, its secrecy
capacity is established, again, only under the degradedness
assumption. When the channel is not degraded, the secrecy
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capacity itself remains unknown and only an achievable
secrecy rate is obtained. In [19], the special case of compound
wiretap channels with two possible channel states for the
legitimate receiver and known eavesdropper channel is studied.
Its secrecy capacity is established under the degradedness
assumption and an achievable rate is given in the general
(non-degraded) case while the capacity is unknown. Interfer-
ence alignment for the compound Gaussian MIMO wiretap
channel is explored in [20]. A Gaussian MIMO wiretap
channel where the noiseless eavesdropper channel is arbitrarily
varying is considered in [21]. Its achievable secrecy rate
(i.e. lower bound to the secrecy capacity) is given and
the secrecy degrees of freedom are established, while its
capacity remains unknown. Since degrees of freedom require
SNR → ∞, it is not clear what finite-SNR implications are.1

The discrete memoryless compound broadcast channel with
confidential messages is studied in [23] and its strong secrecy
capacity region is established in a multi-letter form. The
corresponding Gaussian MIMO broadcast channel is consid-
ered in [24] and its achievable degree-of-freedom region is
established, but not the capacity region itself.

In all the previous studies, the compound secrecy capacity
has been established only for the special case of degraded
channels with countably-finite uncertainty sets [17]–[19].
Accordingly, it is not clear if these results hold for more
general (e.g. uncountable) or arbitrary uncertainty sets as well
or how these results extend to non-degraded channels. For
such non-degraded channels, only an achievable secrecy rate is
obtained with the consequence that it is not clear how far away
this rate is from its actual capacity. The achievable secrecy rate
is studied from a worst-case secrecy rate maximization point
of view in [25]. Another approach is taken in [20] and [21] by
studying the behavior for SNR → ∞. However, this does not
provide any insights on the secrecy capacity or its behavior
for the practical relevant case of finite SNR < ∞.

In this paper, we address all these limitations and estab-
lish the (strong) secrecy capacity of compound Gaussian
MIMO channels for a broad class of uncertainty sets (not only
finite or countable) and without the degradedness assumption.
We make use of the compound wiretap model, where the
legitimate channel is perfectly known and the eavesdropper
channel is not known to the transmitter but is known to have
a bounded spectral norm (maximum channel gain), both being
fixed during the whole transmission duration. This represents a
quasi-static scenario where the eavesdropper cannot approach
the transmitter closer than a certain protection distance so
that its channel gain is bounded (due to the propagation
path loss) but is unconstrained otherwise. This automatically
implies only a minimal eavesdropper CSI at the transmitter,
which reflects well the natural eavesdropper desire to be
confidential and its lack of cooperation. Throughout the paper,
full CSI at the eavesdropper is assumed (the safest assumption
from the secrecy perspective). We make no assumptions of
degradedness. The eavesdropper channel uncertainty scenario
is further extended to the case where the legitimate channel is

1Two systems having the same degrees of freedom may have vastly-different
capacities, even at high SNR, see [22].

also allowed to have (additive) uncertainty, which represents
channel estimation and feedback link limitations, and to the
case of more general eavesdropper uncertainty sets, which may
be non-isotropic.

The compound secrecy capacity is established in two main
steps. First, we consider the corresponding discrete memory-
less (DMC) channel in Section II. For this channel model,
an achievable (strong) secrecy rate was obtained in [18] for
countably-finite uncertainty sets. Building on this result, we
establish a lower bound for the compound (strong) secrecy
capacity under arbitrary uncertainty sets (not necessarily finite
or countable) in Theorem 2, which is subsequently extended
to continuous alphabets in Theorem 3 using the set partition-
ing (quantization) arguments adopted to compound channels
in [26]. The conditions under which these bounds are tight are
given, thus establishing the secrecy capacity. Under the saddle-
point condition, the compound secrecy capacity is shown to
be equal to that of the worst-case channel (so that any code
designed for the worst-case channel also works on the entire
class of channels in the uncertainty set).

Secondly, the (strong) secrecy capacity of the compound
Gaussian MIMO channel is established in Theorem 4 for
the eavesdropper uncertainty with bounded spectral norm and
without the degradedness assumption. This is done by estab-
lishing first an achievable rate of this channel in Corollary 2.2

Then, in Section V, the worst-case secrecy capacity
(i.e. the capacity of the worst-case channel in the set) is
obtained and the saddle-point property is established in the
form max min = min max, where the maximization is over the
transmit covariance and minimization is over the eavesdropper
channel uncertainty. The saddle-point property has the well-
known game-theoretic interpretation: the mini-max zero-sum
game is between the transmitter (who controls the transmit-
ted signal distribution) and the eavesdropper (who controls
the channel); neither player can deviate from an optimal
strategy without incurring penalty provided the other player
follows it.

Combining all these, we establish the secrecy capacity
of the compound Gaussian MIMO channel in a closed-
form, which also equals the worst-case capacity, so that a
code designed for the worst-case channel works over the
whole class of channels as well. The optimal signaling is
Gaussian and on the eigenvectors of the legitimate channel,
with power allocation somewhat similar but not identical
to the regular water-filling. The worst-case eavesdropper is
isotropic with the maximum allowed channel gain. This result
is then extended to a broader class of compound channels,
where the uncertainty set is only required to have a domi-
nant (maximum/maximal) element and may be non-isotropic.
It is shown that the existence of a maximum element in the
eavesdropper uncertainty set is sufficient for a saddle-point to
exist, so that the compound capacity equals the worst-case one
and signaling on the worst-case channel achieves the capacity
of the whole class of channels. The high/low SNR regimes
are considered and the condition for beamforming optimality is

2Unlike [17], this is done for arbitrary (compact) uncertainty sets, not just
countable or finite, and under the strong secrecy constraint.
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given. When the eavesdropper uncertainty is sufficiently large,
beamforming is optimal at any SNR. The case of
rank-constrained eavesdropper is considered, motivated by
the scenario where the transmitter is a base station with
a large number of antennas while the receiver/eavesdropper
are handsets with a small number of antennas. Under this
non-convex constraint (in addition to the convex spectral norm
constraint), there is no maximum element in the uncertainty
set, yet the saddle-point property is shown to hold and
the compound secrecy capacity is established. Subsequently,
a more general case of two-sided channel uncertainty is studied
in Section VI, where the legitimate channel is also allowed to
have (additive) uncertainty. This reflects the assumption that
the legitimate receiver will share its CSI with the transmitter,
but limitations in feedback link and channel estimation result
in channel uncertainty. The corresponding compound secrecy
capacity is established and shown to be equal to the secrecy
capacity of the worst-case channel in the uncertainty set, so
that the saddle-point property still holds. The optimal signaling
is still on the eigenmodes of the legitimate channel and the
worst-case eavesdropper is isotropic.

While it was established in [27] and [28] that the
strong and weak secrecy capacities are the same for regular
(non-compound or known) channels, Section VII demonstrates
that the same holds for compound channels if the saddle-point
property holds under strong secrecy.

Finally, Section VIII concludes the paper.
Notations: Discrete random variables are denoted by capital

letters and their realizations and ranges by lower case and
script letters, respectively; scalars, vectors, and matrices are
denoted by lower case letters, bold lower case letters, and
bold capital letters; N, R+, and C are the sets of positive
integers, non-negative real, and complex numbers respectively;
|A| and Ac denote the cardinality and the complement of the
set A. I (·; ·) is the mutual information and H2(·) is the binary
entropy function; P(·) is the set of all probability distributions
and E{·} is statistical expectation; X → Y → Z denotes a
Markov chain of random variables X , Y , and Z in this order;
AT, A+, and |A| are the transposition, Hermitian conjugation,
and determinant of A; tr A is the trace of the matrix A and
diag(a) is a diagonal matrix with elements given by a; A ≥ B
means the matrix A − B is positive semi-definite; I is the
identity matrix.

II. DISCRETE MEMORYLESS CHANNELS

In this section we consider discrete memoryless
channels (DMCs) with finite input and output alphabets.
Building on earlier results in [18] for finite-state channels,
an achievable secrecy rate is established for the general case of
arbitrary uncertainty sets (not limited to finite or countable),
which is subsequently extended to continuous alphabets
in Section III.

A. Compound Wiretap Channel

Let X and Y , Z be countably-finite input and output sets
and S be a set which will model the channel uncertainty.
The channels to the legitimate receiver and the eavesdropper

(wiretapper) are given by Ws : X × S → P(Y) and
Vs : X × S → P(Z), respectively, where s ∈ S is a channel
state. For a fixed state s ∈ S, input and output sequences
xn ∈ X n and yn ∈ Yn , zn ∈ Zn of block length n, the
discrete memoryless channels are given by W n

s (yn|xn) =∏n
i=1 Ws(yi |xi) and V n

s (zn|xn) = ∏n
i=1 Vs(zi |xi ). The chan-

nels are assume to be quay-static: s is selected at the beginning
and is held constant during the entire transmission.

Definition 1: The discrete memoryless compound wiretap
channel W is given by

W = {
(Ws , Vs) : s ∈ S}

.
Remark 1: This includes the widely adopted model of the

form W = {(Ws1, Vs2) : s1 ∈ S1, s2 ∈ S2} with S1 �= S2 as
one can always construct a new set of the form S = S1 ×S2.

Definition 2: An (n, Mn)-code Cn for the compound wire-
tap channel consists of a stochastic encoder at the transmitter

E : Mn → P(X n), (1)

i.e., a stochastic matrix, with a set of messages
Mn = {1, . . . , Mn} and a decoder at the legitimate
receiver described by a collection of disjoint decoding sets

{Dm ⊂ Yn : m ∈ Mn
}
, (2)

so that m̂ = m if yn ∈ Dm , where m̂ is the decoded message
at the receiver.

The encoder in (1) is allowed to be stochastic (this in
fact is essential for achieving secrecy) which means that
it is specified by conditional probabilities E(xn|m) with∑

xn∈X n E(xn|m) = 1 for each m ∈ Mn . Then, E(xn|m)
denotes the probability that the message m ∈ Mn is encoded
as xn ∈ X n .

Then for an (n, Mn )-code Cn , the maximum probability of
decoding error at the legitimate receiver is given by

en = sup
s∈S

max
m∈Mn

∑

xn∈X n

W n
s (Dc

m |xn)E(xn|m). (3)

Remark 2: Throughout the whole paper we assume that
the transmitter and legitimate receiver do not have full CSI,
i.e., they do not know the actual realization s ∈ S but do know
the uncertainty set S. Accordingly, encoder (1) and decoder (2)
are universal and do not depend on the particular realization.
On the other hand, we make a conservative (and safest from
secrecy perspective) assumption that the eavesdropper has
perfect CSI of both channels (to the legitimate receiver and
its own).

To keep the transmitted message secret from the eavesdrop-
per for all channel realizations s ∈ S, we require the informa-
tion leaked to the eavesdropper to be arbitrarily small, i.e.

sup
s∈S

I (M; Zn
s ) ≤ εn (4)

for some εn > 0 and εn → 0 as n → ∞, where M is the
random variable uniformly distributed over the set of messages
Mn and Zn

s = [Zs,1, Zs,2, . . . , Zs,n] is the eavesdropper
channel output for channel realization s ∈ S. This criterion
is known as strong secrecy [27], [28].

Remark 3: The vanishing information leakage to the
eavesdropper implies that its bit error probability Pb
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approaches 1/2 as n → ∞ (and thus codeword error prob-
ability approaches 1) and the speed of convergence depends
on the secrecy criterion adopted. In particular, it can be shown
(using Fano’s inequality) that

Pb = 1

2
− o(1) under weak secrecy, (5)

Pb = 1

2
− o

(
1√
n

)

under strong secrecy, (6)

so that Pb → 1/2 in any case, but the speed of convergence
can be arbitrarily slow under weak secrecy, while it is at least
as 1/

√
n under strong secrecy. Using the recent result in [18]

on exponential convergence of information leakage to zero for
the discrete memoryless channel (see (10)), it can be further
shown that

Pb = 1

2
− O(e−an) (7)

i.e. exponentially fast in that scenario, where a > 0. This
provides an operational meaning for secrecy criteria.

Definition 3: A non-negative number Rs is an achievable
secrecy rate if for all δ > 0, there is an n(δ) ∈ N and
a sequence of (n, Mn )-codes {Cn}n∈N with maximum error
probability en such that for all n ≥ n(δ),

1

n
log Mn ≥ Rs − δ,

sup
s∈S

I (M; Zn
s ) ≤ εn,

and en, εn → 0 as n → ∞. The compound secrecy capacity
Cc of the wiretap channel W is given by the supremum of all
achievable secrecy rates Rs .

B. Countably-Finite Uncertainty Sets

The discrete memoryless wiretap channel with a countably-
finite uncertainty set (i.e. finite-state channels) is studied
in [17] and [18]. In particular, the following achievable secrecy
rate was established in [18, Th. 2].

Theorem 1 [18]: The compound secrecy capacity Cc of the
discrete memoryless wiretap channel W is lower-bounded as
follows:

Cc ≥ max
PX

(
min
s∈S

I (X; Ys) − max
s∈S

I (X; Zs)
)

(8)

where the uncertainty set S is countably-finite. Here, the
random variables Ys and Zs denote the outputs of the cor-
responding channels Ws and Vs for s ∈ S.

Furthermore, it has been shown in [18, Th. 2] that the
secrecy rate given in (8) is achieved with maximum probability
of error of the form

en ≤ |S|1/42−nα (9)

and the secrecy constraint behaving as

max
s∈S

I (M; Zn
s ) ≤ 2−nβ (10)

for some α, β > 0. Thus, both criteria, i.e., reliability (3) and
secrecy (4), decrease exponentially fast for increasing block
length n. In addition, both bounds do not depend on the
particular channel realization. These two properties will be
indispensable for extending this result from countably-finite
to arbitrary uncertainty sets.

C. Arbitrary Uncertainty Sets

The result above applies to finite-state channels
(i.e., countably-finite uncertainty sets) and discrete alphabets.
Here, we extend it to arbitrary uncertainty sets, which are
not required to be finite or countable. Subsequently, it will
be extended to continuous alphabets and compact uncertainty
sets in Section III.

To accomplish this, we adapt the ideas from
Blackwell et al. [15] and approximate arbitrary compound
wiretap channels by suitably chosen finite-state channels.

Lemma 1: Let W = {(Ws , Vs) : s ∈ S} be a discrete
memoryless wiretap channel with arbitrary uncertainty set S.
For every integer L ≥ 2|Y|2|Z|2, there is a compound wiretap
channel WL = {(W s , V s) : s ∈ SL} with a countably-
finite uncertainty set SL , |SL | ≤ (L + 1)|X ||Y ||Z|, such
that any (Ws , Vs) ∈ W is closely approximated by some
(W s, V s) ∈ WL so that
(a) for all x ∈ X , y ∈ Y , z ∈ Z ,

|Ws(y|x) − W s(y|x)| ≤ |Y||Z|/L, (11a)

|Vs(z|x) − V s(z|x)| ≤ |Y||Z|/L, (11b)

Ws(y|x) ≤ 2
2|Y|2 |Z|2

L W s(y|x), (11c)

Vs(z|x) ≤ 2
2|Y|2 |Z|2

L V s(z|x). (11d)

(b) For any input distribution PX ∈ P(X ),

|I (X; Ys) − I (X; Y s)| ≤ 2(|Y||Z|)3/2/L1/2, (12a)

|I (X; Zs) − I (X; Zs)| ≤ 2(|Y||Z|)3/2/L1/2. (12b)
Proof: The proof can be found in Appendix A.

This shows that we can approximate an arbitrary compound
wiretap channel W by a finite-state one WL so that any
channel in W is close in several senses to one of the new
constructed channels in WL (they can be made arbitrary close
by increasing the number of quantization levels L, which we
exploit below). The next lemma shows that if there is a “good”
code for a wiretap channel, then the same code can be used
for all wiretap channels in its neighborhood.

Lemma 2: Let (Ws , Vs) and (W s, V s) be two wiretap chan-
nels and L > 0 such that Lemma 1 holds. Then any (n, Mn)-
code for (W s , V s) is also an (n, Mn )-code for (Ws , Vs) with

en ≤ 22n|Y |2|Z|2/Lēn (13)

and

|I (M; Zn
s ) − I (M; Z

n
s )|

≤ 4n|Y||Z|2 log |Z|/L + 4nH2(|Y||Z|2/L). (14)

with H2(·) the binary entropy function. Here, en and ēn

denote the maximum probabilities of error for the channels
Ws and W s respectively, cf. (3).

Proof: The proof can be found in Appendix B.
Remark 4: The tight bound in (14) is established based

on a recent result on the continuity of the secrecy capac-
ity of compound wiretap channels [29], which in turn was
established using a technique developed for quantum channels
in [30]. Following instead the classical approach of [15] by
applying (12b) leads to a loose bound

|I (M; Zn
s ) − I (M; Z

n
s )| ≤ 2(|Y||Z|)3n/2/L1/2 (15)
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which increases exponentially fast in the block length n. This
then prohibits the proof of Theorem 2 (using the number L of
quantization levels that scales up exponentially in n would
not help since the bound in (21) would diverge). Thus,
using the tight bound in (14) (which increases only linearly
in n) is essential. This bound also reveals the scaling of the
number of quantization levels L with n required to make
the approximation error arbitrary small. If only weak secrecy
is of interest, then the normalized difference is bounded by
a constant independent of n, which can be made as small
as desired by using sufficiently large but fixed L, while
strong secrecy requires L to scale faster than n log n for the
approximation error to become arbitrary small.

The two lemmas above allow one to extend the finite-state
result in Theorem 1 to arbitrary uncertainty sets. To proceed
further, we need the following definitions that establish an
ordering of compound wiretap channels.

Definition 4: A compound DMC Vs2 is said to be noisier
than a compound DMC Ws1 if

I (U ; Ys1) ≥ I (U ; Zs2) (16)

for any aggregate channel state s = (s1, s2) ∈ S, any random
variable U and any DMC U → X such that U → X →
(Ys1, Zs2) is a Markov chain.

Definition 5: Compound DMC Vs2 is said to be (phys-
ically) degraded with respect to compound DMC Ws1 if
X → Ys1 → Zs2 is a Markov chain for any channel state
s = (s1, s2) ∈ S and any input X .

These definitions are an extension of the correspond-
ing definition for non-compound (single-state) channels,
see [6], [31]. Similarly to the single-state channels, it can
be shown that “degraded” implies “noisier”, but the converse
is not true, i.e. the latter requirement is weaker than the
former (so that there are channels that are “noisier” but not
“degraded”). An equivalent to the less noisy requirement,
which is somewhat easier to verify, can be established in the
same way as for the single-state channels (see [32]).

Proposition 1: The compound DMC Vs2 is noisier than the
compound DMC Ws1 if and only if I (X; Ys1) − I (X; Zs2) is
concave in the input distribution PX for any channel state
s = (s1, s2) ∈ S.

The compound secrecy capacity of the discrete memoryless
wiretap channel W can now be characterized as follows.

Theorem 2: The compound secrecy capacity Cc of the
discrete memoryless wiretap channel W is bounded as follows:

Cc ≥ sup
PX

(
inf

s1∈S1

I (X; Ys1) − sup
s2∈S2

I (X; Zs2)
)

(17)

for any uncertainty set S (not necessarily finite or countable),
and the equality is attained if Vs2 is noisier than Ws1 .

Proof: The proof of the lower bound is based on
Lemmas 1 and 2. We approximate the arbitrary compound
wiretap channel W by a finite-state one WL with the number
of quantization levels L = L(n), which is selected in such a
way that:

1) it satisfies the condition of Lemma 1,
2) the secrecy rate supported by the approximated channel

approaches that of the original channel arbitrary closely
(so that L(n) → ∞ as n → ∞),

3) maximum error probability approaches 0 as n → ∞
(so that L(n) > 2|Y|2|Z|2/α but L(n) has to increase
slower than exponentially),

4) secrecy criterion approaches 0 as n → ∞ (so that L(n)
has to increase faster than n log n).

Note that criterion 4) dictates the fastest increase of L(n) and
using the classical approach of [15] would not satisfy it. The
following analysis shows that L = a · n2 is a proper choice
for the number of quantization levels, where

a > 2|Y|2|Z|2 max{1, 1/α}, (18)

and α is as in (9).
For each (Ws , Vs) ∈ W, we select a sufficiently good

approximation (W s, V s) according to Lemma 1. The corre-
sponding finite-state compound channel is denoted by WL

and the countably-finite uncertainty set by SL , where
|SL | ≤ (L + 1)|X ||Y ||Z|.

Next, we check the reliability part. Fix input distribution PX

and set the secrecy rate

Rs = min
s∈S

I (X; Y s) − max
s∈S

I (X; Z s) − ε (19)

for some ε > 0. From Theorem 1, there exists an (n, Mn )-code
for WL with probability of error

ēn ≤ |SL |1/42−nα

≤ (L + 1)(|X ||Y ||Z|)/42−nα → 0 as n → ∞, (20)

where the steps follow from (9), |SL | ≤ (L + 1)|X ||Y ||Z|,
cf. Lemma 1, and L = a · n2. Furthermore, from Lemma 1,
for each Ws ∈ W there is an appropriate W s ∈ WL

such that Ws(y|x) ≤ 22|Y |2|Z|2/L W s(y|x) for all x, y. Thus,
Lemma 2 implies that the code for WL is also a code for W
with probability of error

en ≤ 2n 2|Y|2 |Z|2
L ēn

≤ |SL |1/42−n(α− 2|Y|2 |Z|2
L )

≤ (L + 1)(|X ||Y ||Z|)/42−n(α− 2|Y|2 |Z|2
L ). (21)

Since L = an2, we have en → 0 as n → ∞. This means
the code constructed for the approximated channel WL also
satisfies the reliability criteria for the original channel W.
Thus, it remains to show that the rate of this code is arbitrarily
close to the desired rate and the strong secrecy condition
is satisfied. From Lemma 1(b), one obtains, for any input
distribution PX ,

∣
∣
∣ inf

s∈S
I (X; Ys) − sup

s∈S
I (X; Zs)

−(
min
s∈S

I (X; Y s) − max
s∈S

I (X; Z s)
)∣∣
∣

≤ 4(|Y||Z|)3/2/L1/2. (22)

Thus, the difference between the rate achieved by the code for
the approximated finite-state channel WL and the desired rate
for the original channel W is arbitrarily small, since L → ∞
as n → ∞.

It remains to check that the secrecy constraint is also
satisfied. The code above for the approximated finite-state
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channel WL has maxs∈SL I (M; Z
n
s ) ≤ 2−nβ , cf. Theorem 1

and (10), so that evoking Lemma 2, one obtains

sup
s∈S

I (M; Zn
s ) ≤ max

s∈S
I (M; Z

n
s ) + 4n|Y||Z|2 log |Z|/L

+ 4nH2(|Y||Z|2/L)

≤ 2−nβ + 4|Y||Z|2 log |Z|/(an)

+4nH2(|Y||Z|2/(an2))

→ 0 as n → ∞ (23)

where we have used nH2(α/n2) → 0 as n → ∞ for any
α > 0. Thus, also the information leaked to the eavesdropper
is arbitrarily small.

To establish the equality part under the noisier condi-
tion, observe that, by extending the proof of the converse
in [31, Th. 3] to the compound setting and requiring the
encoder to be independent of the actual channel states, it can
be shown that any achievable secrecy rate is bounded as
follows

Rs ≤ I (X; Ys1) − I (X; Zs2) (24)

for any channel state (s1, s2), where the input X is induced
by the encoder, so that

Rs ≤ inf
s

I (X; Ys1) − I (X; Zs2) (25)

from which it follows that

Cc ≤ sup
PX

inf
s

I (X; Ys1) − I (X; Zs2) (26)

and thus establishes the equality.
Remark 5: The proof of Theorem 2 reveals that the required

scaling of L(n) depends on the secrecy criterion adopted,
cf. in particular (23): this requires L(n) to scale faster than
n log n and motivates the convenient choice of L(n) = a · n2

for some a satisfying (18) (in fact, using n1+δ with any δ > 0
would work as well). Requiring weak secrecy instead allows
for the quantization number L(n) to increase arbitrarily slowly
in n (e.g. as log n or log log n).

Remark 6: It should be emphasized that two properties of
the probability of error (9) and the secrecy (10) are indispens-
able to extend the result from finite uncertainty sets to arbitrary
uncertainty sets: its exponentially-fast decreasing behavior and
its independence of the actual channel realization. Thus, such
bounds have to be established carefully for the finite case since
otherwise an extension to the arbitrary case is not possible.
Moreover, the approximation must be done carefully enough
(e.g. as in (14) with L(n) = a · n2) to ensure that both
the secrecy and reliability criteria are still valid after the
approximation.

Remark 7: Since each degraded channel is also “noisier”,
the equality in Theorem 2 also holds for degraded channels.

To proceed further, we need the following definitions.
Definition 6: Compound DMC Vs2 is said to be less capable

than compound DMC Ws1 if for every PX and any channel
state (s1, s2) ∈ S

I (X; Ys1) ≥ I (X; Zs2). (27)
This definition extends the corresponding definition in [6]

to the compound channel setting. Following the same line of

analysis as for single-state channels, it can be shown that the
less capable requirement is strictly weaker than the noisier
one (i.e. each “noisier” channel is also “less capable” but
the converse is not true), and hence strictly weaker than the
degraded one.

Definition 7: A compound wiretap channel is said to have
a saddle-point if

sup
PX

inf
s∈S

(
I (X; Ys1) − I (X; Zs2)

)

= inf
s∈S

sup
PX

(
I (X; Ys1) − I (X; Zs2)

)
(28)

where s = (s1, s2) is the aggregate channel state.
Note that this definition does not impose any operational

meaning on the quantities involved. The following corollary
provides such operational meaning.

Corollary 1: If the compound wiretap channel W has a
saddle-point and satisfies the less capable condition, then the
compound secrecy capacity Cc is the same as the worst-case
channel capacity Cw,

Cc = sup
PX

(
inf

s1∈S1

I (X; Ys1) − sup
s2∈S2

I (X; Zs2)
)

= inf
s∈S

sup
PX

(
I (X; Ys1) − I (X; Zs2)

) = Cw. (29)

In particular, the channel has a saddle-point if

1) S1,S2 are compact and convex, and
2) I (X; Ys1) − I (X; Zs2) is lower semi-continuous and

quasi-convex in s, and upper semi-continuous and quasi-
concave in PX .

Proof: Since the legitimate and eavesdropper channel
states are independent of each other, it follows that

inf
s1∈S1

I (X; Ys1) − sup
s2∈S2

I (X; Zs2)

= inf
s∈S

(
I (X; Ys1) − I (X; Zs2)

)
(30)

so that the following chain inequality holds

Cw = inf
s∈S

sup
PX

(
I (X; Ys1) − I (X; Zs2)

)

= sup
PX

inf
s∈S

(
I (X; Ys1) − I (X; Zs2)

)

≤ Cc

≤ Cw (31)

where first equality holds since, from [6, Corollary 3.5],

sup
PX

(
I (X; Ys1) − I (X; Zs2)

)
(32)

is the secrecy capacity under channel state (s1, s2) and the
less capable condition, so that taking infs gives the worst-case
capacity; the first inequality is due to Theorem 2 and the last
inequality is due to the fact that compound capacity cannot
exceed the worst-case one (since the compound code has also
to work on the worst-case channel). This proves Cc = Cw . The
last statement follows from von Newmann mini-max theorem
and its subsequent generalizations, see [33, Th. 9.D].

Remark 8: The importance of this result is due to the fact
that a code designed for the worst-case channel also works on
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the whole class of channels, i.e. is robust (which is not true
in general).

Remark 9: The requirement of semi-continuity can be
dropped in the case of countably-finite alphabets (since the
mutual information is known to be continuous in such set-
tings), but it is essential for countably-infinite or continuous
alphabets.

Remark 10: Since “noisier” implies “less capable”,
Corollary 1 also holds for “noisier” and degraded (physically
or stochastically) channels.

Thus, Theorem 2 extends Theorem 1 to arbitrary uncertainty
sets. The next step is to extend this result to continuous
alphabets.

III. CONTINUOUS ALPHABETS

To establish an achievable secrecy rate for the compound
Gaussian MIMO wiretap channel, we have to deal with
continuous input and output alphabets as well as probability
density functions. Therefore, we extend the previous result
in Theorem 2 to continuous alphabets.

Let us consider the general case of input and output alpha-
bets X , Y , and Z which are standard [34]. Such alphabets
include practically relevant cases such as continuous alphabets
in Euclidean spaces or finite alphabets (see [34] and [35] for
an extensive discussion of this; the requirement of random
variables to be defined over a standard space ensures that con-
ditional probability measures are well-defined). Accordingly,
we assume that the corresponding random variables can be
described by probability density functions and that all mutual
information terms are calculated according to continuous
alphabets and are finite.

Usually, results are extended from discrete memoryless
channels to continuous channels by using the discretization
procedure or partitioning method as outlined for example
in [36]; see [35] or [37] respectively for a more detailed
treatment. Such an approach invokes quantization arguments,
where for any input distribution pX for the continuous channel,
the input and output alphabets are partitioned making the
results for finite alphabets applicable. Letting the correspond-
ing quantizer be sufficiently fine, the actual mutual information
terms of the partitioned alphabets can be made arbitrarily close
to the continuous one.

Applying this approach to compound channels has to be
done carefully. We have to ensure that the sequence of
successively finer quantizers partitions the input and output
alphabets in such a way that the mutual information terms
between the quantized alphabets approaches the desired terms
for continuous alphabets for all possible channel realizations
simultaneously. Thus, the invoked quantizers must not depend
on a particular channel realization. This issue is discussed in
detail in [26] which studies the compound channel with side
information. The following result is a slight extension of the
corresponding result in [26] to the wiretap channel setting.

Lemma 3: For the compound wiretap channel W with
standard input and output alphabets, there exists a sequence
of successively finer quantizers {qX,k, qY,k, qZ ,k}k∈N for the

input and outputs such that for any channel realization s ∈ S
I (X; Ys) = lim

k→∞ I
(
qX,k(X); qY,k(Ys)

)

I (X; Zs) = lim
k→∞ I

(
qX,k(X); qZ ,k(Zs)

)
.

This means there exist universal sequences of quantizers which
work for all channel realizations s ∈ S simultaneously if the
input and output alphabets are standard.

Proof: See [26, Lemma 3] and also [35] for further
details.

The second technicality is that one has to ensure that such
sequences of functions converge uniformly on a compact
set when they converge pointwise (this is needed since the
transmitter does not know the channel state).

Lemma 4: Let Ws , Vs be continuously parametrized by
s ∈ S, where S is a compact set. Then, for all channel
realizations s ∈ S and for each input distribution pX , there
exists a sequence of successively finer universal quantizers
{qX,k, qY,k, qZ ,k}k∈N such that for each ε > 0, there is an
n(ε) ∈ N such that for every k ≥ n(ε),

I
(
qX,k(X); qY,k(Ys)

) − I
(
qX,k(X); qZ ,k(Zs)

)

≥ inf
s∈S

I (X; Ys) − sup
s∈S

I (X; Zs) − ε.

Proof: The proof follows by applying
[26, Lemmas 4 and 5] to both terms I (qX,k(X); qY,k(Ys))
and I (qX,k(X); qZ ,k(Zs)).

Having these technicalities in mind, we are now in the posi-
tion to establish the desired result for continuous alphabets.

Theorem 3: The compound secrecy capacity Cc of the wire-
tap channel W continuous in s and with standard (possibly
continuous) input and output alphabets is bounded as follows:

Cc ≥ sup
pX

(
inf

s1∈S1

I (X; Ys1) − sup
s2∈S2

I (X; Zs2)
)

(33)

for any compact uncertainty set S, and the equality is attained
if Vs2 is noisier than Ws1 .

Proof: To prove the lower bound, we follow the dis-
cretization procedure and use sequences of successively finer
quantizers {qX,k, qY,k, qZ ,k}k∈N according to Lemmas 3 and
4 which partition the continuous input and output alphabets
in such a way that we end up with mutually disjoint events
which cover the entire spaces. Then, all mutual information
terms are calculated according to these partitions.

For each choice of quantizers qX,k, qY,k, qZ ,k , the whole
encoding and decoding procedure as used in the proofs of
Theorems 1 and 2, cf. also [18], is done according to this
partition. Then, the analysis of probability of error and the
analysis of the secrecy criterion for finite alphabets ensures
that any rate Rs satisfying

Rs < sup
PX

(
inf
s∈S

I
(
qX,k(X); qY,k(Ys)

)

− sup
s∈S

I
(
qX,k(X); qZ ,k(Zs)

)

is achievable with strong secrecy for the compound wiretap
channel.

From Lemmas 3 and 4, for standard alphabets X , Y , Z ,
and any ε > 0, one can find sequences of successively finer
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quantizers {qX,k, qY,k, qZ ,k}k∈N such that for sufficiently large
n and any k ≥ n,

inf
s∈S

I
(
qX,k(X); qY,k(Ys)

) − sup
s∈S

I
(
qX,k(X); qZ ,k(Zs)

)

≥ inf
s∈S

I (X; Ys ) − sup
s∈S

I (X; Zs) − ε (34)

so that any rate

Rs ≤ sup
pX

( inf
s∈S

I (X; Ys) − sup
s∈S

I (X; Zs)) − ε

is achievable for standard (continuous) alphabets as well, from
which (33) follows. Note that as the uncertainty set is assumed
to be compact and therewith bounded, all terms are well
defined and finite for standard alphabets as well. The equality
part is established as in Theorem 2 (using the upper bounds
in (24)-(26), which apply to continuous alphabets as well).
This completes the proof.

Using this theorem, Corollary 1 can be extended to
continuous alphabets in a natural way.

IV. GAUSSIAN MIMO CHANNELS

We are now in the position to specialize the result in
Theorem 3 to Gaussian MIMO channels. To this end, let NT

be the number of transmit antennas at the transmitter and
N1(2) be the numbers of receive antennas at the legitimate
receiver (eavesdropper). The input-output relations for the
Gaussian MIMO wiretap channel are given by

y1 = H1x + ξ1, y2 = H2x + ξ2 (35)

where x = [x1, x2, . . . , xNT ]T ∈ C
NT ×1 is the transmitted

signal, y1(2) ∈ C
N1(2)×1 is the signal at the legitimate receiver

(eavesdropper), ξ1(2) ∈ C
N1(2)×1 is the circularly-symmetric

additive white Gaussian noise at the receiver (eavesdropper)
(normalized to unit variance in each dimension), and H1(2) ∈
C

N1(2)×NT is the matrix of the complex channel gains between
each transmit and each receive (eavesdropper) antenna. The
channels H1(2) are assumed to be fixed (constant) during the
whole transmission of block length n. We assume an average
transmit power constraint tr R ≤ PT where PT is the total
transmit power and R = E{xx+} is the transmit covariance
matrix.

For this channel, the secrecy capacity subject to the total
average transmit power constraint is [8]–[11]

Cs = max
R

ln
|I + W1R|
|I + W2R| (36)

where Wi = H+
i Hi , i = 1, 2, and max is subject to the

constraints R ≥ 0 and tr R ≤ PT .
It is well-known that the problem in (36) is not convex

in general and explicit solutions for the optimal transmit
covariance are not known for the general case, but only for
some special cases (e.g. low-SNR, MISO channels, or for the
full-rank case) [8]–[11], [13].

Let us now consider a compound Gaussian MIMO wiretap
channel where the exact channel realizations H1 and H2 are
unknown. It is only known to the legitimate user that they
belong to the compact set S. Again, we make the safest
assumption from the secrecy perspective and assume that the

eavesdropper knows both H1 and H2, cf. also Remark 2. Then,
evaluating Theorem 3 for this particular choice of compound
Gaussian MIMO channel yields the following achievable
secrecy rate.

Corollary 2: The (strong) compound secrecy capacity Cc

of the compound Gaussian MIMO channel in (35) is lower-
bounded as follows:

Cc ≥ max
R

min
W1,W2

ln
|I + W1R|
|I + W2R|

where max and min are subject to R, W1, W2 ≥ 0, tr R ≤ PT ,
and W1, W2 belong to a compact set S.

A similar result was given earlier in [17, Lemma 1]
under the weak secrecy constraint and finite-state channels
(countably-finite uncertainty sets). Corollary 2 extends it to
strong secrecy and arbitrary (compact) uncertainty sets.

V. EAVESDROPPER CHANNEL UNCERTAINTY

Let us now consider a particular compound channel where
H1 is given (known to the transmitter) and H2 can be any
(unknown) subject to the spectral norm constraint

S2 = {
H2 : |H2|2 = max|x|=1

|H2x| ≤ √
ε
}

= {
W2 : |W2|2 = λ1(W2) ≤ ε

}
(37)

where |x| = √
x+x is the Euclidean norm of x, |H|2 = σ1(H)

is the spectral norm of H, i.e. its largest singular value σ1(H);
λ1(W2) is the largest eigenvalue of W2. Thus, the set S2
includes all W2 that are less than or equal to εI.

Note that |Hx| represents the channel (voltage) gain in
transmit direction x so that |H|2 is the largest channel gain.
|W|2 represents the largest channel power gain. The impor-
tance of the spectral norm in the context of regular
MIMO channels has been discussed in [38]. Essentially the
same motivation applies to the secure MIMO channel here.
In particular, the set in (37) limits the maximum gain of the
eavesdropper channel without putting any constraint on its
eigenvectors. This represents the physical scenario where the
eavesdropper cannot approach the transmitter beyond a certain
minimum (protection) distance (so that the channel gain is
bounded due to propagation path loss) being unconstrained
otherwise.

To establish the secrecy capacity of this compound channel
(not necessarily degraded) in Theorem 4, we establish first a
number of intermediate results in Propositions 2 and 3.

A. Worst-Case Secrecy Capacity and Saddle-Point Property

The following proposition gives the capacity of the worst-
case channel in this set. For this purpose we define

C(R, W2) = ln
|I + W1R|
|I + W2R| (38)

which depends on the transmit covariance matrix R and
the eavesdropper channel W2 = H+

2 H2 unknown to the
transmitter. The channel to the legitimate receiver
W1 = H+

1 H1 is fixed and known to the transmitter.
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Fig. 1. Secrecy capacity for the isotropic eavesdropper and the capacity of
the regular MIMO channel (no eavesdropper, ε = 0) vs. the SNR (=PT since
the noise variance is unity); λ1(W1) = 2, λ2(W1) = 1. Note the saturation
effect at high SNR, where the capacity strongly depends on ε but not
the SNR, and the negligible impact of the eavesdropper at low SNR.

Proposition 2: Consider the class of channels in (35) for a
given (known) W1 and any W2 ∈ S2 (as in (37)). Then, the
secrecy capacity Cw of a worst-case channel is

Cw = min
W2

max
R

C(R, W2) = C∗(ε) (39)

where max and min are over all admissible R, W2: R,
W2 ≥ 0, tr R ≤ PT , W2 ∈ S2, i.e. |W2|2 ≤ ε, and

C∗(ε) = max
tr R≤PT

C(R, εI) (40)

is the secure capacity for the isotropic eavesdropper
W2w = εI, which is the worst-case eavesdropper in S2.

Proof: Observe that |I+WR| is monotonically increasing
in W, i.e.

|I + W1R| ≥ |I + W2R| if W1 ≥ W2

(see [39]), so that

C(R, W2) ≥ C(R, εI)

for any R, with equality if W2 = εI. Taking min max of both
parts results in (39).

It follows from Proposition 2 that the isotropic eavesdropper
is the worst-case one under a bounded channel gain for
any W1. This is also appealing from the channel feedback
perspective: it is hardly possible to expect that the eaves-
dropper will share its channel with the transmitter to make
eavesdropping harder, so only minimal information can be
expected by the transmitter about the eavesdropper channel.

The secrecy capacity C∗(ε) under the isotropic eavesdrop-
per has been studied in details in [40], including its high/low
SNR approximations and capacity bounds for the general (non-
isotropic) case. In particular, C∗(ε) is a decreasing, convex
function of ε. As Fig. 1 shows, the presence of eavesdropper
results in capacity saturation at high SNR, where the eaves-
dropper’s impact is much more pronounced.

The following proposition demonstrates the saddle-point
property for the class of channels in (37) which will be

important later to prove the converse result for the compound
secrecy capacity.

Proposition 3: Consider the class of channels in (35) for a
given (known) W1 and any W2 ∈ S2. The following saddle-
point property holds:

max
R

min
W2

C(R, W2) = min
W2

max
R

C(R, W2) (41)

where max and min are over all admissible R, W2.
Proof: For the max-min part, observe that C(R, W2) ≥

C(R, εI) (which follows from the proof of Proposition 2), so
by taking max min of both parts, one obtains

max
R

min
W2

C(R, W2) ≥ max
R

C(R, εI). (42)

On the other hand, by using W2 = εI instead of min,
one obtains

max
R

min
W2

C(R, W2) ≤ max
R

C(R, εI) (43)

so that

max
R

min
W2

C(R, W2) = max
R

C(R, εI)

= min
W2

max
R

C(R, W2). (44)

This proves the desired saddle-point property.

B. Compound Secrecy Capacity

The saddle-point property above is instrumental in
establishing the secrecy capacity of the compound MIMO
channel in (35) and (37) as the following theorem shows.

Theorem 4: Consider the compound Gaussian MIMO
wiretap channel in (35) with known W1 and unknown W2
belonging to the uncertainty set S2 in (37). Its compound
secrecy capacity Cc is

Cc = max
R

min
W2

C(R, W2)

= min
W2

max
R

C(R, W2)

= C∗(ε) (45)

where max and min are over all admissible R, W2. The
optimal signaling is Gaussian and on the eigenmodes of the
legitimate channel,

R∗ = U1�
∗U+

1 , (46)

where the columns of unitary matrix U1 are the eigenvectors
of W1, diagonal matrix � = diag{λ∗

i } collects the eigenvalues
of R∗,

λ∗
i = ε + gi

2εgi
zi , zi =

√

1 + 4εgi

(ε + gi )2

(
gi − ε

λ
− 1

)

+
− 1

(47)

and λ > 0 is found from the total power constraint∑
i λ∗

i = PT , gi = λi (W1), (x)+ = max{x, 0}. The secrecy
capacity can be expressed as

C∗(ε)=
∑

i

ln
1 + giλ

∗
i

1 + ελ∗
i

=
∑

i+
ln

gi

ε
+

∑

i+
ln

2ε + (ε + gi)zi

2gi + (ε + gi)zi

(48)
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where the summation is over the set of active eigenmodes:

i+ = {i : gi > λ + ε}. (49)
Proof: Note first that

Cc ≤ min
W2

max
R

C(R, W2), (50)

i.e., the compound capacity cannot exceed the worst-case
capacity in the class and the latter is achieved by Gaussian
signaling. On the other hand, it follows from Corollary 2 that

Cc ≥ max
R

min
W2

C(R, W2) (51)

= min
W2

max
R

C(R, W2) (52)

where the equality is from Proposition 3. Combining the lower
and upper bounds, (45) and optimality of Gaussian signaling
for the compound channel follow. The optimal covariance
in (46)-(47) and the capacity in (48) follow from
[40, Proposition 2] since the worst-case eavesdropper is
isotropic.

Note that this theorem does not require the compound
channel to be degraded (as is the case for the known capacity
results, where all eavesdropper channel states are required
to be degraded with respect to all legitimate user channel
states). It shows that the secrecy capacity of the worst-case
channel is also the (compound) secrecy capacity of the class
of channels (achievable by a single code on the whole class) so
that Gaussian signaling is optimal, and the following saddle-
point inequalities hold for any feasible R and W2,

C(R, εI) ≤ Cc = C(R∗, εI) ≤ C(R∗, W2) (53)

where (R∗, εI) is the saddle-point. The inequalities in (53)
follow from (45), cf. also [33], [41]. It is remarkable that this
result holds for any W1 and hence does not require the channel
to be degraded (unlike all known to date results). The saddle-
point property in Proposition 3 is instrumental in establishing
the optimality of Gaussian signaling and hence the compound
secrecy capacity for the non-degraded case (using this property
avoids the need to prove the converse directly - the most
difficult part of establishing the compound secrecy capacity
for the non-degraded case).

The inequalities in (53) have the well-known game-theoretic
interpretation: the transmitter sets R = R∗ and the adver-
sary (nature or eavesdropper) sets W2 = εI; neither player
can deviate from this strategy without incurring a penalty
(provided that the other player follows it).

Note that the optimal signaling directions that achieve the
compound capacity are the same as those for the regular
MIMO channel (no eavesdropper) but the power allocation
{λ∗

i } is somewhat different from the regular water-filling (WF),
even though it shares many of its properties, which is summa-
rized below (see [40] for further details).

Proposition 4: Properties of the optimum power allocation:
1) λ∗

i is an increasing function of gi (strictly increasing
unless λ∗

i = 0 or PT ), i.e. stronger eigenmodes get more
power (as in the standard WF).

2) λ∗
i is an increasing function of PT (strictly increasing

unless λ∗
i = 0). λ∗

i = 0 for i > 1 and λ∗
1 = PT as

PT → 0 if g1 > g2, i.e. only the strongest eigenmode is

active at low SNR, and λ∗
i > 0 if gi > ε as PT → ∞,

i.e. all sufficiently strong eigenmodes are active at high
SNR.

3) λ∗
i > 0 only if gi > ε, i.e. only the legitimate eigenmodes

stronger than the eavesdropper ones can be active.
4) λ is a strictly decreasing function of PT and 0 < λ <

g1−ε; λ → 0 as PT → ∞ and λ → g1−ε as PT → 0.
5) There are m+ active eigenmodes if the following

inequalities hold:

Pm+ < PT ≤ Pm++1 (54)

where Pm+ is a threshold power (to have at least
m+ active eigenmodes):

Pm+ =
m+−1∑

i=1

ε + gi

2εgi

(√

1 + 4εgi

(ε + gi)2

gi − gm+
(gm+ − ε)+

− 1

)

,

(55)

for m+ = 2, . . . , NT and P1 = 0, so that m+ is an
increasing function of PT .

The two terms in (48) represent the high-SNR asymptote
and its (negative) correction term of the secrecy capacity
respectively, so that

C∗(ε) →
∑

i+
ln

gi

ε
, i+ : gi+ > ε, (56)

as SN R → ∞. In this regime, only those eigenmodes are
active which are stronger than the eavesdropper (gi+ > ε).
Since the 2nd term is negative and increasing, it follows that

C∗(ε) ≤
∑

i+
ln

gi

ε
, i+ : gi+ > ε, (57)

at any SNR. Fig. 1 illustrates this regime.
At low SNR, only the strongest mode is active and

C∗(ε) = ln
1 + g1 PT

1 + εPT
≈ (g1 − ε)PT (58)

where gi are in decreasing order, and 2nd equality holds when
(g1−ε)PT � 1. It follows from (55) that only one eigenmode
is active, i.e. beamforming is optimal (which is appealing from
practical perspective due to its low complexity), when

PT ≤ ε + g1

2εg1

(√

1 + 4εg1

(ε + g1)2

g1 − g2

(g2 − ε)+
− 1

)

(59)

In particular, it is the case at any SNR if g2 ≤ ε (provided that
g1 > ε), i.e. when the eavesdropper uncertainty is sufficiently
large.

C. Broader Class of Compound MIMO Channels

The result in Theorem 4 can be further extended to a
broader class of compound MIMO channels. To this end, let us
generalize the uncertainty set S2 for the eavesdropper channel
as follows

W2 ∈ S2 → W2 ≤ εI ∈ S2, (60)

i.e., all its members are less than or equal to εI. Unlike (37),
it may include not all such W2; it is not required to be
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Fig. 2. An example of two uncertainty sets when W2 = diag{d1, d2} ≥ 0.
The (whole) set Sa corresponds to the uncertainty set given in (37), while
the shaded set Sb corresponds to (60).

convex, compact etc. Fig. 2 illustrates the difference between
the uncertainty sets defined in (37) and (60) for diagonal W2.

Proposition 5: Consider the compound Gaussian MIMO
wiretap channel in (35) when W1 is known and unknown W2
belongs to the uncertainty set S2 in (60). Its compound secrecy
capacity is Cc = C∗(ε), i.e., as in Theorem 4.

Proof: Observe that the compound secrecy capacity of
this channel is not smaller than that in Theorem 4, since
the uncertainty set here is included in the uncertainty set of
Theorem 4 (which includes all W2 ≤ εI, since it is equivalent
to λ1(W2) ≤ ε). On the other hand, setting W2 = εI
demonstrates that the lower bound is achieved by this worst-
case channel. Since the compound capacity does not exceed
the worst-case one, the desired result follows.

We remark that the set S2 is not necessarily convex or
compact (as required by Theorem 3), nor it has some other
“nice” properties, except that εI is its dominant element, and
that Theorem 4 is a special case. This clearly demonstrates
the importance of the isotropic eavesdropper for compound
MIMO wiretap channels.

To generalize these results further, we will need the follow-
ing definitions.

Definition 8: Let S2 be an uncertainty set of W2. W∗
2 is its

(unique) maximum element if W∗
2 ∈ S2 and ∀W2 ∈ S2 →

W2 ≤ W∗
2.

Definition 9: W2m is a maximal element of S2 if
W2, W2m ∈ S2, W2 ≥ W2m → W2 = W2m (i.e. the only
element in S2 greater or equal to W2m is W2m itself).

Note that Definition 9 is due to the fact that not any
two positive semi-definite matrices can be compared (i.e. it
can be that neither W1 ≥ W2 nor W1 < W2 is true, unlike
the scalar case), so that a maximum element may not exist.
While maximum element, if it exists, is unique, there may be
many maximal elements in a set (see [41] for more details).
Fig. 3 illustrates these definitions for the case of diagonal W2
and m = 2.

We are now in a position to generalize Proposition 5.
Proposition 6: Consider the compound Gaussian MIMO

wiretap channel in (35) when W1 is known and unknown W2
belongs to an uncertainty set S2, whose maximum element
is W∗

2 . The saddle-point property holds, so that the compound

Fig. 3. An example of two uncertainty sets Sa and Sb when m = 2 and
W2 = diag{d1, d2} ≥ 0. Sa has a (unique) maximum element W∗

2 (dark dot)
while Sb does not, but only a set of maximal elements (dark line) S2m .

secrecy capacity Cc equals to the worst-case secrecy capac-
ity Cw:

Cc = max
R

min
W2∈S2

C(R, W2)

= min
W2∈S2

max
R

C(R, W2) = Cw

= max
R

C(R, W∗
2) (61)

where the worst-case channel is W∗
2, and the transmission

on this channel is optimal for the whole class of channels
in S2.

Proof: Observe that

C(R, W2) ≥ C(R, W∗
2) ∀R, W2 ∈ S2 (62)

which is due to the fact that |I + WR| is monotonically
increasing in W [39] for any (positive semi-definite) R, so
that, by using max min and min max on both sides, one obtains

max
R

min
W2∈S2

C(R, W2) = max
R

C(R, W∗
2)

= min
W2∈S2

max
R

C(R, W2) = Cw.

(63)

To prove the operational meaning of the max min part, observe
that Corollary 2 does not apply directly as S2 is not neces-
sarily compact. Instead, consider another compact set S ′

2 that
includes all positive semi-definite W2 such that W2 ≤ W∗

2.
Clearly, this set is closed and bounded and hence compact,
and S2 ⊆ S ′

2, so that its compound capacity C ′
c satisfies

C ′
c ≤ Cc. Applying Corollary 2 to S ′

2, one obtains

Cw = min
W2∈S2

max
R

C(R, W2)

= min
W2∈S′

2

max
R

C(R, W2)

= max
R

min
W2∈S′

2

C(R, W2)

≤ C ′
c ≤ Cc ≤ Cw

where the 2nd equality is due to the fact that (62) holds for
S ′

2 as well so that Cw is the same for S2 and S ′
2 (since both

sets have the same maximum element W∗
2); the 3rd equality
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is due to the fact that (63) holds for S ′
2 as well. This proves

C ′
c = Cc = Cw and hence the desired result.
This proposition says, in effect, that the saddle-point prop-

erty holds and, thus, the compound secrecy capacity equals
the worst-case one, if a maximum element of the uncertainty
set S2 exists3 and the rest of its structure is irrelevant.

When the uncertainty set does not have a maximum ele-
ment, its compound and worst-case secrecy capacities can be
characterized using minimal elements as follows.

Proposition 7: Consider the compound Gaussian MIMO
channel in (35) when W1 is known and unknown W2 belongs
to a bounded and closed uncertainty set S2, which does not
have a maximum element. Then,

min
W2∈S2

C(R, W2) = min
W2∈S2m

C(R, W2) ∀R (64)

where S2m is the set of all maximal elements W2m of S2, and
hence

Cw = min
W2∈S2

max
R

C(R, W2) = min
W2∈S2m

max
R

C(R, W2) (65)

Cc ≥ max
R

min
W2∈S2

C(R, W2) = max
R

min
W2∈S2m

C(R, W2) (66)

i.e. minimizing over the whole uncertainty set S2 is equivalent
to minimizing over (normally much smaller) set of its maximal
elements.

Proof: Since the proof is highly technical, it is relegated
to Appendix C.

We remark that Proposition 7 effectively reduces the dimen-
sionality of the related optimization problem: if the original
problem in (65) is D-dimensional, the reduced one (on the
right hand side) is at most (D − 1)-dimensional, since S2m is
on the boundary of S2 (this can be proved by contradiction).
In some cases, this proposition can be applied even if S2 is not
compact by enclosing it in a bigger compact set S ′

2 provided
that the minimum in (64) is the same for both sets.

The last two propositions demonstrate the key role of the
maximum element in the uncertainty set: if it exists, a saddle-
point exists, so it is a sufficient condition. It can be shown,
via examples, that the absence of a maximum element may or
may not result in the absence of a saddle-point, so there is no
necessary condition here.

D. Rank-Constrained Eavesdropper

In this section, we consider the case where there is an extra
constraint on the rank r(W2) of the eavesdropper channel W2,
r(W2) ≤ r2 for given r2 ≤ NT . This constraint is motivated
by the fact that r(W2) ≤ N2 so that when the number N2
of eavesdropper antennas is small, N2 ≤ NT , full-rank W2
is not possible so that the results in Theorem 4 may be too
conservative.4 This applies in particular to a massive MIMO
case, where the transmitter is a base station with a large
number of antennas and the receiver/eavesdropper are handsets
with a small number of antennas (due to the size/complexity
constraints), so that NT � N1, N2.

3Recall that it is not the case in general and many sets of positive semi-
definite matrices do not have a maximum element, as Fig. 3 shows.

4This problem formulation was suggested by A. Khisti.

The eavesdropper uncertainty set is of the form

S2a = {
W2 : |W2|2 ≤ ε, r(W2) ≤ r2

}
(67)

where the 1st inequality reflects the fact that the eavesdropper
channel gain is bounded (due to e.g. minimum propagation
path loss) and the 2nd one reflects the fact that the rank is
bounded due to e.g. small number of eavesdropper antennas.
The compound secrecy capacity can now be characterized as
follows.

Theorem 5: Consider the compound Gaussian MIMO wire-
tap channel in (35) with known W1 and unknown W2 belong-
ing to the uncertainty set S2a in (67); assume that the rank
of the legitimate channel satisfies r(W1) = r1 ≤ r2. The
compound secrecy capacity Cc of this channel is as follows:

Cc = max
R

min
W2

C(R, W2)

= min
W2

max
R

C(R, W2)

=
r1∑

i=1

ln
1 + giλ

∗
i

1 + ελ∗
i

= C∗(ε) (68)

where max and min are over all admissible R, W2:
R, W2 ≥ 0, tr R ≤ PT , W2 ∈ S2a. The optimal signaling
is Gaussian and on the eigenmodes of the legitimate channel
as in (46), and λ∗

i is as in (47). The worst-case eavesdropper
is W∗

2 = εU1aU+
1a, where the columns of semi-unitary

matrix U1a are the eigenvectors of W1 corresponding to
strictly positive eigenvalues.

Proof: First, observe that {σi (HR
1
2 )} is weakly majorized

by {σi (H)σi (R
1
2 )} (see [42]), i.e.

k∑

i=1

σi (HR
1
2 ) ≤

k∑

i=1

σi (H)σi (R
1
2 ), 1 ≤ k ≤ NT (69)

where all singular values σi are in decreasing order. Therefore,

ln |I + W2R| =
r2∑

i=1

ln(1 + σ 2
i (H2R1/2))

≤
r2∑

i=1

ln(1 + σ 2
i (H2)σ

2
i (R1/2))

≤
r2∑

i=1

ln(1 + ελi (R)) (70)

where we have used the fact that σ 2
i (R

1
2 ) = λi (R),

σ 2
i (H) = λi (W). The 1st inequality is due to [42, Th. 3.3.14]

and the fact that ln(1 + ex) is convex in x and ln(1 + x2)
is continuous, and the 2nd inequality is due to λi (W2) ≤
|W2|2 ≤ ε. Similarly, we have

ln |I + W1R| ≤
r1∑

i=1

ln(1 + λi (W1)λi (R)). (71)

Using these two upper bounds and observing that the 2nd
one is achieved by using R with the same eigenvectors as
those of W1 and such choice of eigenvectors does not affect
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the bound in (70), one obtains, using Theorem 3:

Cc ≥ max
R

min
W2

C(R, W2)

≥ max
R

{ln |I + W1R| −
r2∑

i=1

ln(1 + ελi (R))}

= max
λi : λi≥0,

∑
i λi≤PT

r1∑

i=1

ln
1 + λi (W1)λi

1 + ελi
= C∗(ε) (72)

where the sum is limited to r1 due to r1 ≤ r2 so that, from
[13, Corollary 1], r(R∗) ≤ r1. On the other hand, since the
worst-case capacity is not less than the compound one,

Cc ≤ Cw = min
W2

max
R

C(R, W2)

≤ max
R

C(R, W∗
2)

= max
λi : λi≥0,

∑
i λi≤PT

r1∑

i=1

ln
1 + λi (W1)λi

1 + ελi
= C∗(ε)

(73)

where the 2nd equality is due to the fact that when W1 and W2
have the same eigenvectors, signaling on those eigenvectors
is optimal (see [43, Proposition 1]). This proves the saddle-
point and thus establishes the capacity Cc = Cw = C∗(ε).
The optimal signaling follows from (70) and (71) where the
equalities are attained by W2 = εU1aU+

1a and R = U1a�U+
1a ,

which also attains the equalities in (72) and (73).
Remark 11: Note that the worst-case eavesdropper

W∗
2 = εU1aU+

1a is “isotropic” on the sub-space spanned by
the columns of U1a (but not on the whole space), which is
known as “omni-directional” in the antenna literature [44]
(i.e. having the same gain in all directions of that sub-space).
Comparing Theorems 4 and 5, one concludes that the
eavesdropper rank constraint has no effect on the capacity
and optimal signaling provided that r1 ≤ r2 holds.

Remark 12: Unlike the rank-unconstrained case, there is
no dominant channel in the rank-constrained uncertainty set,
i.e. W2 ≤ W∗

2 does not hold for all W2 ∈ S2a , so that
the uncertainty set is not “degraded” (with respect to W∗

2
or any other W2). Since the set S2a is not convex either,
one cannot use Von Neumann mini-max Theorem (or its
extensions) to infer an existence of saddle-point, which is
established in (68) via the singular value inequalities, so that
the following inequalities hold for any feasible R and W2,

C(R, W∗
2) ≤ Cc = Cw = C(R∗, W∗

2) ≤ C(R∗, W2) (74)

where (R∗, W∗
2) is the saddle-point. It can be demonstrated

(via examples) that the saddle-point property does not hold if
r1 > r2.

Remark 13: The condition on the ranks r1 ≤ r2 is insured if
N1 ≤ N2 and both channels are of full raw ranks. In particular,
this holds if N1 = N2 = 1.

VI. DOUBLE-SIDED CHANNEL UNCERTAINTY

Here we consider the case where both the legitimate and
eavesdropper channels are uncertain. The compound channel

model follows the model in (35) where:

S1 = {
H1 : H1 = H0 + 	H, |	H|2 ≤ ε1

}
(75a)

S2 = {
W2 : |W2|2 ≤ ε

}
(75b)

where H0 is the nominal part of H1 known to the transmitter,
and 	H is the uncertain, unknown part; |	H|2 = σ1(	H)
is the spectral norm of 	H, i.e. the largest singular value
σ1(	H). The uncertainty of W2 follows the same model as
in (37). This compound model reflects two important points:

1) The desire of the eavesdropper to be confidential to
keep its spying abilities uncompromised, so it does not
share its channel with the transmitter and therefore only
minimal information about H2 is available to the latter.

2) The legitimate receiver, on the other hand, wishes to
maximize the rate so it shares its channel with the
transmitter. Its channel uncertainty is due to the limi-
tations of the feedback and estimation procedure, which
is normally much smaller than that of the eavesdropper
(and hence the known nominal part).

The secrecy capacity of this compound channel can be
characterized as follows. For this purpose we define

C(R, W1, W2) = ln
|I + W1R|
|I + W2R|

which depends on the transmit covariance matrix R and the
unknown channels W1 = H+

1 H1 and W2 = H+
2 H2 to the

legitimate receiver and the eavesdropper respectively.
Theorem 6: Consider the compound Gaussian MIMO wire-

tap channel in (35) when W1 and W2 are unknown and belong
to the uncertainty sets S1 and S2 in (75). Then, the compound
secrecy capacity Cc is

Cc = max
R

min
W1,W2

C(W1, W2, R)

= min
W1,W2

max
R

C(W1, W2, R) = Cw

= C(W1w, W2w, R∗), (76)

i.e., the worst-case secrecy capacity Cw is also the (compound)
secrecy capacity Cc of the class of channels and Gaussian
signaling is optimal. The saddle-point property holds,

C(W1w, W2w, R) ≤ Cc = C(W1w, W2w, R∗)
≤ C(W1, W2, R∗), (77)

where (W1w, W2w, R∗) is the saddle-point. The worst-case
channel is

W1w = H+
1wH1w, H1w = V0(�0 − ε1I)+U+

0 ,

W2w = εI, (78)

where U0, V0 are unitary matrices of right and left singular
vectors of the nominal channel H0 and �0 is the diagonal
matrix of its singular values. The optimal covariance R∗ is as
in Theorem 4 with the substitution

gi → (σi (H0) − ε1)
2+, U1 → U0, (79)

i.e., the optimal signaling is on the eigenmodes of the degraded
nominal channel H1w and isotropic eavesdropper.

Proof: The proof can be found in Appendix D.
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Note that this theorem does not require the compound
channel to be degraded. Remarkably, the saddle-point property
still holds and the isotropic eavesdropper (of the maximum
gain) is still the worst-case one, even under the legitimate
channel uncertainty, and the optimal signaling is almost the
same as in Theorem 4 (Gaussian signaling is still optimal),
with the legitimate channel substituted by its degraded (due
to uncertainty) version. We observe that, as the uncertainty
(i.e. ε1 and/or ε) increases, fewer and fewer eigenmodes are
used until only the strongest one remains active, in which case
the beamforming is optimal (see (59)). From this perspective,
beamforming is the most robust strategy.

The game-theoretic interpretation of the inequalities in (77)
is the same as for the single-sided uncertainty: {W1w, εI, R∗}
is a saddle-point in the matrix game between the transmitter on
one side and the eavesdropper and nature on the other; neither
can deviate from the optimal strategy without incurring penalty
provided that the other player follows the strategy.

A. Rank-Constrained Eavesdropper

Using similar arguments, Theorem 6 can be extended to the
rank-constrained eavesdropper channel,

S1 = {
H1 : H1 = H0 + 	H, |	H|2 ≤ ε1

}
(80a)

S2 = {
H2 : |H2|2 ≤ ε, r(H2) ≤ r2

}
(80b)

where the eavesdropper rank is constrained by r2 (due to e.g.
limited number of antennas).

Theorem 7: Consider the compound Gaussian MIMO wire-
tap channel in (35) when H1 and H2 are unknown and
belong to the uncertainty sets S1 and S2 in (80). Assume that
r(H0) = r1 ≤ r2. Then, the compound secrecy capacity Cc

is as in (76); the saddle-point property in (77) holds and the
worst-case channel W1w is as in (78) while W2w is

W2w = ε2U0aU+
0a, H2w = V�2wU+

0 , (81)

where V is an arbitrary unitary matrix, semi-unitary matrix
U0a collects the columns of U0 corresponding to strictly
positive singular values, and

�2w = diag{ε, . . . , ε, 0, . . . , 0} (82)

is a diagonal matrix with the 1st r1 diagonal entries being
ε and 0 otherwise. The optimal covariance R∗ is as in
Theorem 6, i.e. the optimal signalling is Gaussian and on the
eigenmodes of the worst-case legitimate channel H1w.

Proof: The proof can be found in Appendix E.

VII. WEAK VS. STRONG SECRECY

The results above have been established under the strong
secrecy condition. It was demonstrated in [27] and [28] that,
for regular (single-state or known) channels, strong and weak
secrecy capacities are the same. That result, however, does not
immediately apply to the compound setting here. Nevertheless,
it can be shown that the weak Cweak

c and strong Cstrong
c

compound secrecy capacities are the same,

Cweak
c = Cstrong

c (83)

if the saddle-point property holds under strong secrecy,
i.e. Cw = Cstrong

c . Indeed, under the saddle point property,

Cw = Cstrong
c ≤ Cweak

c ≤ Cw (84)

from which (83) follows, where we have used the fact that the
worst-case capacity is the same under the strong and weak
secrecies, and that the strong compound secrecy capacity is
not larger than the weak one. In particular, the results in
Theorems 4, 5 and Proposition 5 also hold under weak secrecy,
so that one can go from weak to strong secrecy for free in the
compound settings as well under the saddle-point property.

In fact, the chain argument in (84) has the following
implications:

• the saddle point under strong secrecy (Cw = Cstrong
c )

implies a saddle point under weak secrecy (Cw = Cweak
c ),

• no saddle point under weak secrecy (Cw > Cweak
c )

implies no saddle point under strong secrecy
(Cw > Cstrong

c ).

VIII. CONCLUSION

The secrecy capacity of compound wiretap channels has
been studied. First, the achievable strong secrecy rate of
finite-state compound channels under finite alphabets in [18]
was extended to arbitrary uncertainty sets (not necessarily
countable or finite-state) and then to continuous input/output
alphabets and arbitrary compact uncertainty sets. Based on
this, the (strong) secrecy capacity of the compound Gaussian
MIMO wiretap channel has been established under the spectral
norm constraint on the eavesdropper channel. The channel is
not required to be degraded. The optimal signaling as well as
the secrecy capacity are given in a closed form. The saddle-
point property has been shown to hold, so that the compound
capacity equals to the worst-case one and signaling on the
worst-case channel achieves the compound capacity. Isotropic
eavesdropper is the worst-case one and signaling on the
eigenmodes of the legitimate channel is optimal. The results
are extended to non-isotropic uncertainty sets. It is shown that
the existence of a maximum element in the uncertainty set is
sufficient for a saddle-point to exist, so that compound capacity
equals to the worst-case one and signaling on the worst-case
channel achieves the capacity of the whole class of channels.
Finally, these results are extended to include the legitimate
channel uncertainty.

While the results above have been established under the
total power constraint trR ≤ PT , using similar reasoning
it can be shown that the same result holds under a general
power constraint of the form R ∈ SR, where SR is a unitary
invariant set of positive semi-definite matrices, i.e. R ∈ SR
implies URU+ ∈ SR for any unitary U. This constraint limits
possible eigenvalues of R but does not constrain in any way its
eigenvectors. Special cases include the total and maximum per-
eigenmode power constraints (either alone or in combination
with each other).

APPENDIX

A. Proof of Lemma 1

It is known that the secrecy capacity of a wiretap
channel depends only on its marginal channels and not



SCHAEFER AND LOYKA: SECRECY CAPACITY OF COMPOUND GAUSSIAN MIMO WIRETAP CHANNELS 5549

on its joint probability distribution,5 cf. for instance from
[3, Lemma 2.1]. Therefore, it suffices to find good approxima-
tions (W s , V s) for the marginals (Ws , Vs) only, which simpli-
fies the task significantly. To this end, using [15, Lemma 4]
for both marginal channels, one obtains approximations that
satisfy

|Ws(y|x) − W s(y|x)| ≤ |Y|/L ≤ |Y||Z|/L,

|Vs(z|x) − V s(z|x)| ≤ |Z|/L ≤ |Y||Z|/L,

Ws(y|x) ≤ 2
2|Y|2

L W s(y|x) ≤ 2
2|Y|2 |Z|2

L W s(y|x),

Vs(z|x) ≤ 2
2|Z|2

L V s(z|x) ≤ 2
2|Y|2 |Z|2

L V s(z|x)

for all x ∈ X , y ∈ Y , and z ∈ Z , and further for any input
distribution PX ∈ P(X )

|I (X; Ys ) − I (X; Y s)| ≤ 2|Y|3/2/L1/2 ≤ 2(|Y||Z|)3/2/L1/2,

|I (X; Zs) − I (X; Z s)| ≤ 2|Z|3/2/L1/2 ≤ 2(|Y||Z|)3/2/L1/2.

Note that in the first step, the application of [15, Lemma 4]
yields bounds, where the constants are different and depend on
their own alphabet size, i.e., either on |Y| or on |Z|, which is
difficult to use in the following analysis. The 2nd step results
in the bounds with the same constant, which facilitates the
further analysis.

B. Proof of Lemma 2

The first property (13) follows by observing that for all
xn ∈ X n and yn ∈ Yn we have

W n
s (yn|xn) =

n∏

i=1

Ws(yi |xi)

≤ 2n |Y|2 |Z|2
L

n∏

i=1

W s(yi |xi )

= 2n |Y|2 |Z|2
L W

n
s (yn|xn)

which naturally extends to decoding sets as W n
s (Dc

m |xn) ≤
2n |Y|2 |Z|2

L W
n
s (Dc

m |xn) and likewise for the error probability.
The more interesting part is the robustness of the secrecy

constraint. Following the classical approach in [15, Lemma 4]
would lead to a bound which is too loose to prove what we
aim for, cf. also Remark 4. Therefore, we make use of a recent
result in [29, Lemma 2].

Lemma 5: Let X and Y be finite alphabets and W, W :
X → P(Y) be arbitrary channels with

max
x∈X

∑

y∈Y
|W (y|x) − W (y|x)| ≤ ε (85)

for some ε > 0. For arbitrary n ∈ N, let U be an arbitrary
finite set, PU ∈ P(U) the uniform distribution on U , and

5In particular, two wiretap channels with different joint probability distri-
butions will have the same secrecy capacity if they share the same marginal
channel probabilities.

E(xn|u), xn ∈ X n an arbitrary stochastic encoder, cf. (1).
We consider the probability distributions

PUY n (u, yn) =
∑

xn∈X n

W n(yn|xn)E(xn|u)PU (u)

PUY n (u, yn) =
∑

xn∈X n

W
n
(yn|xn)E(xn|u)PU (u).

Then it holds that
∣
∣I (U ; Y n‖P) − I (U ; Y n‖P)

∣
∣ ≤ 4n

(
ε log |Y| + H2(ε)

)
(86)

where I (U ; Y n‖P) means that the mutual information is
evaluated under the joint probability distribution P.

Proof: The proof is based on the technique devel-
oped for quantum channels in [30] and can be found in
[29, Appendix B].

Note that this lemma must be applied carefully: In the
problem at hand, the channels Vs and V s satisfy |Vs(z|x) −
V s(z|x)| ≤ |Y||Z|/L for all x ∈ X and z ∈ Z ,
cf. (11a)-(11b). Thus, (85) is satisfied with ε = |Y||Z|2/L
which then yields the desired result, i.e.,

|I (M; Zn
s ) − I (M; Z

n
s )|

≤ 4n
(|Y||Z|2 log |Z|/L + H2(|Y||Z|2/L)

)
. (87)

This completes the proof.

C. Proof of Proposition 7

The following lemma is instrumental.
Lemma 6: Let W1, W2, . . . be a bounded and increasing

sequence of positive semi-definite matrices, i.e.

0 ≤ W1 ≤ W2 ≤ · · · ≤ Wi ≤ · · · ≤ aI (88)

where 0 < a < ∞ is a positive constant. This sequence
converges.

Proof: Consider the following sequence of (non-negative)
scalars αi = x+Wi x, where x is a vector of appropriate size;
for convenience, we take |x| = 1. Since {Wi } is an increasing
and bounded sequence, so is {αi },

0 ≤ α1 ≤ α2 ≤ · · · ≤ αi ≤ · · · ≤ a (89)

and therefore it converges to some non-negative number
b(x) = limi→∞ αi ≤ a. Hence, for any ε > 0, there is
such n(ε, x) that b(x) − αi < ε ∀i > n(ε, x), x. Since this
is true for any x, take n(ε) = maxx n(ε, x) and observe that
|b(x) − αi | < ε ∀i > n(ε) and all x. It follows that {αi }
is a Cauchy sequence, i.e. |α j − αi | < ε ∀i, j > n(ε) and
all x, i.e.

x+(W j − Wi )x < ε ∀x

from which it follows that λ1(W j − Wi ) < ε and thus
‖W j − Wi‖ → 0 in any norm (since all norms are
equivalent [39]), i.e. {Wi } is a Cauchy sequence and thus
converges [45], [46], Wi → W ≤ aI. Taking Frobenius
norm, one obtains element-wise convergence of this matrix
sequence.

Note that this result generalizes to matrices the well-
known fact that any scalar increasing and bounded sequence
converges.
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To proceed further, observe from the definition of S2m that

min
W2∈S2

C(R, W2) ≤ min
W2∈S2m

C(R, W2). (90)

We prove the equality by contradiction. Assume that

min
W2∈S2

C(R, W2) < min
W2∈S2m

C(R, W2) (91)

and let W∗
2 = arg minW2∈S2 C(R, W2) be a minimizer

over S2. Then, W∗
2 /∈ S2m (due to the strict inequality) so

that there exists W21 ∈ S2 such that W21 ≥ W∗
2 (otherwise

W∗
2 were in S2m), W21 �= W∗

2, and C(R, W21) ≤ C(R, W∗
2).

If W21 ∈ S2m , we have a contradiction:

C(R, W21) ≤ C(R, W∗
2)

< min
W2∈S2m

C(R, W2)

≤ C(R, W21). (92)

Assume further that W21 /∈ S2m so that there exists such
W22 ∈ S2 that W22 ≥ W21, W22 �= W21, and the process is
repeated. In this way, we construct a non-decreasing, bounded
sequence {W∗

2, W21, . . . , W2i , . . .}, which either terminates in
a finite number of steps (when some W2k ∈ S2m so we cannot
find a greater one) or it continues indefinitely. In the first case,
we have a contradiction and thus the assertion is proved.

In the second case, we claim that the sequence will converge
to some W ∈ S2m . To see this, first observe that this sequence
will converge to some W ∈ S2 (due to Lemma 6, since S2
is bounded and closed and thus compact and the sequence is
increasing and bounded; the boundedness can be understood
in any norm, since all matrix norms are equivalent). Thus, we
have to prove that W ∈ S2m . To see this, first observe that
W ≥ W2i ∀i (since the sequence is increasing). If W /∈ S2m ,
then there exists W∗ ∈ S2 such that W∗ ≥ W ≥ W21 so it
can be taken as a part of the constructed sequence and thus
W cannot be its limit - a contradiction. Therefore, W ∈ S2m ,
as claimed. This, however, results in a contradiction to (91)
so that (64) holds. To see (65), take maxR in (90)-(92) and
apply the same argument.

D. Proof of Theorem 6

First, we observe that

C(W1, W2, R) ≥ C(W1, εI, R) ∀R, W1, (93)

since W2 ≤ εI (which follows from |W2|2 ≤ ε) and |I+WR|
is monotonically increasing in W for any (positive semi-
definite) R. The lower bound is achieved by W2 = εI.
Therefore,

min
W2

C(W1, W2, R) = C(W1, εI, R) ∀R, W1, (94)

and also

Cw = min
W1

max
R

C(W1, εI, R)

= min
W1

max
R

ln
|I + W1R|
|I + ε�|

(a)= min
W1

max
R

∑

i

ln
1 + λi (W1)λi (R)

1 + ελi (R)

(b)= max{λi }
∑

i

ln
1 + (σi (H0) − ε1)

2+λi

1 + ελi

= C(W1w, εI, R∗) (95)

where (a) follows from the inequality

|I + W1R| ≤
∏

i

(1 + λi (W1)λi (R)) (96)

which follows from [42, Th. 3.3.14(c)] with f (x) = ln(1+x),
where λi (W1), λi (R) are ordered likewise and the equal-
ity is achieved when W1, R have the same eigenvectors;
(b) follows from the inequality σi (H1) ≥ (σi (H0)−σ1(	H))+
(see [39], [42]) and λi (W1) = σ 2

i (H1) where the equality is
achieved by H1w.

We further observe that the saddle-point property in (76) is
equivalent to (see [33])

C(W1w, εI, R)
(a)≤C(W1w, εI, R∗)

(b)≤C(W1, W2, R∗) (97)

and we prove these inequalities below thus establishing (76).
Note that (a) follows from (95) (since R∗ is the optimal

covariance for W1 = W1w, W2 = εI). To prove (b), we need
the following technical lemma, which is an extension of well-
known singular value inequalities for a sum and a product of
two matrices (see [39], [42]):

Lemma 7: Let A, B and C be n × m and m × m matrices,
and let the right singular vectors of A be the same as the
left singular vectors of C so that their singular value decom-
positions (SVD) are A = U
aV+ and C = V
cW+, where
U, V, W are unitary and 
a = diag{σai },
c = diag{σci } are
“diagonal” matrices of singular values of A and C. Assume
that {σai } and {σci } are in decreasing order. Then,

σi ((A + B)C) ≥ (σi (A) − σ1(B))+σi (C) (98)

where σi ((A + B)C) are also in decreasing order. The
equality is achieved by B = −U
bV+, where 
b =
diag{min(σi (A), ε)}.

Proof: The proof is based on the variational characteriza-
tion of singular values, see [47] for details.

Using this lemma, one obtains:

Cw = C(W1w, εI, R∗)
(a)= ∑

i

ln
1 + (σi (H0) − ε1)

2+λ∗
i

1 + ελ∗
i

(b)≤ ∑

i

ln
1 + σ 2

i (H1R∗1/2)

1 + ελ∗
i

= C(W1, εI, R∗)
(c)≤ C(W1, W2, R∗) (99)



SCHAEFER AND LOYKA: SECRECY CAPACITY OF COMPOUND GAUSSIAN MIMO WIRETAP CHANNELS 5551

where (a) follows from (95), (b) follows from Lemma 7
applied to A = H0, B = 	H, C = R∗1/2 (and observing,
from (47), that the singular values of H0 and R∗1/2 are
ordered likewise), where we have used λi (R) = σ 2

i (R1/2), and
(c) follows from (93). This establishes (97) and thus (76).

E. Proof of Theorem 7

Using the argument similar to that in (70), it follows that

ln |I + W2R∗| =
r2∑

i=1

ln(1 + λi (W2R∗))

≤
r1∑

i=1

ln(1 + λi (W2)λi (R∗))

≤
r1∑

i=1

ln(1 + ε2λi (R∗))

= ln |I + W2wR∗| (100)

and

ln |I + W1R∗| =
r1∑

i=1

ln(1 + λi (W1R∗))

(a)=
r1∑

i=1

ln(1 + σ 2
i ((H0 + 	H)R∗ 1

2 ))

(b)≥
r1∑

i=1

ln(1 + (σi (H0) − ε1)
2+λi (R∗))

= ln |I + W1wR∗| (101)

for any W1 ∈ S1 and W2 ∈ S2, where (a) follows from
λi (R) = σ 2

i (R) and (b) follows from the singular value
inequalities in Lemma 7. Combining these two chain inequal-
ities, one obtains

C(W1w, W2w, R∗) ≤ C(W1, W2, R∗) (102)

which establishes the 2nd inequality in (77). The 1st inequality
follows from the fact that R∗ is the optimal covariance under
W1 = W1w and W2 = W2w. Since the saddle-point inequal-
ities in (77) are equivalent to max min = min max in (76)
(see [33]), this also establishes the latter claim.
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[18] I. Bjelaković, H. Boche, and J. Sommerfeld, “Secrecy results for
compound wiretap channels,” Problems Inf. Transmiss., vol. 49, no. 1,
pp. 73–98, Mar. 2013.

[19] E. Ekrem and S. Ulukus, “On Gaussian MIMO compound wiretap
channels,” in Proc. 44th Annu. Conf. Inf. Sci. Syst., Baltimore, MD,
USA, Mar. 2010, pp. 1–6.

[20] A. Khisti, “Interference alignment for the multiantenna com-
pound wiretap channel,” IEEE Trans. Inf. Theory, vol. 57, no. 5,
pp. 2976–2993, May 2011.

[21] X. He and A. Yener. (2010). “MIMO wiretap channels with arbi-
trarily varying eavesdropper channel states.” [Online]. Available:
http://arxiv.org/abs/1007.4801

[22] S. Loyka and G. Levin, “Finite-SNR diversity-multiplexing tradeoff via
asymptotic analysis of large MIMO systems,” IEEE Trans. Inf. Theory,
vol. 56, no. 10, pp. 4781–4792, Oct. 2010.

[23] R. F. Schaefer and H. Boche, “Robust broadcasting of common and
confidential messages over compound channels: Strong secrecy and
decoding performance,” IEEE Trans. Inf. Forensics Security, vol. 9,
no. 10, pp. 1720–1732, Oct. 2014.

[24] M. Kobayashi, Y. Liang, S. Shamai (Shitz), and M. Debbah, “On
the compound MIMO broadcast channels with confidential messages,”
in Proc. IEEE Int. Symp. Inf. Theory, Seoul, Korea, Jun. 2009,
pp. 1283–1287.

[25] A. Wolf, E. A. Jorswieck, and C. R. Janda, “Worst-case secrecy rates
in MIMOME systems under input and state constraints,” in Proc. IEEE
Int. Workshop Inf. Forensics Secur., Rome, Italy, Nov. 2015.

[26] P. Mitran, N. Devroye, and V. Tarokh, “On compound channels with
side information at the transmitter,” IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1745–1755, Apr. 2006.

[27] I. Csiszár, “Almost independence and secrecy capacity,” Problemy
Peredachi Inf., vol. 32, no. 1, pp. 48–57, 1996.

[28] U. M. Maurer and S. Wolf, “Information-theoretic key agreement: From
weak to strong secrecy for free,” in Advances in Cryptology, vol. 1807.
Berlin, Germany: Springer-Verlag, May 2000, pp. 351–368.

[29] H. Boche, R. F. Schaefer, and H. V. Poor, “On the continuity of the
secrecy capacity of compound and arbitrarily varying wiretap channels,”
IEEE Trans. Inf. Forensics Security, accepted for publication.

[30] D. Leung and G. Smith, “Continuity of quantum channel capacities,”
Commun. Math. Phys., vol. 292, no. 1, pp. 201–215, 2009.

[31] I. Csiszár and J. Körner, “Broadcast channels with confidential mes-
sages,” IEEE Trans. Inf. Theory, vol. 24, no. 3, pp. 339–348, May 1978.



5552 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 61, NO. 10, OCTOBER 2015

[32] M. van Dijk, “On a special class of broadcast channels with confidential
messages,” IEEE Trans. Inf. Theory, vol. 42, no. 2, pp. 712–714,
Mar. 1997.

[33] E. Zeidler, Nonlinear Functional Analysis and Its Applications: I: Fixed-
Point Theorems. New York, NY, USA: Springer-Verlag, 1986.

[34] R. M. Gray, Probability, Random Processes, and Ergodic Properties,
2nd ed. New York, NY, USA: Springer-Verlag, 2009.

[35] R. M. Gray, Entropy and Information Theory, 2nd ed. New York, NY,
USA: Springer-Verlag, 2011.

[36] A. El Gamal and Y.-H. Kim, Network Information Theory. Cambridge,
U.K.: Cambridge Univ. Press, 2011.

[37] R. G. Gallager, Information Theory and Reliable Communication.
New York, NY, USA: Wiley, 1968.

[38] S. Loyka and C. D. Charalambous, “On the compound capacity of a
class of MIMO channels subject to normed uncertainty,” IEEE Trans.
Inf. Theory, vol. 58, no. 4, pp. 2048–2063, Apr. 2012.

[39] F. Zhang, Matrix Theory: Basic Results and Techniques, 2nd ed.
New York, NY, USA: Springer-Verlag, 2011.

[40] S. Loyka and C. D. Charalambous, “Further results on optimal signaling
over secure MIMO channels,” in Proc. IEEE Int. Symp. Inf. Theory,
Istanbul, Turkey, Jul. 2013, pp. 2019–2023.

[41] S. P. Boyd and L. Vandenberghe, Convex Optimization. Cambridge,
U.K.: Cambridge Univ. Press, 2004.

[42] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis. Cambridge,
U.K.: Cambridge Univ. Press, 1991.

[43] S. Loyka and C. D. Charalambous, “Rank-deficient solutions for optimal
signaling over secure MIMO channels,” in Proc. IEEE Int. Symp. Inf.
Theory, Honolulu, HI, USA, Jun./Jul. 2014, pp. 201–205.

[44] C. A. Balanis, Antenna Theory: Analysis and Design, 3rd ed. Hoboken,
NJ, USA: Wiley, 2005.

[45] W. Miller, Jr., Symmetry Groups and Their Applications. San Diego,
CA, USA: Academic, 1972.

[46] B. C. Hall, Lie Groups, Lie Algebras, and Representations: An Elemen-
tary Introduction. New York, NY, USA: Springer-Verlag, 2003.

[47] S. Loyka and C. D. Charalambous, “Novel matrix singular value
inequalities and their applications to uncertain MIMO channels,” IEEE
Trans. Inf. Theory, to be published.

Rafael F. Schaefer (S’08–M’12) received the Dipl.- Ing. degree in electrical
engineering and computer science from the Technische Universität Berlin,
Berlin, Germany, in 2007, and the Dr.-Ing. degree in electrical engineering
from the Technische Universität München, Munich, Germany, in 2012.
He was a Research and Teaching Assistant with the Heinrich-Hertz-Lehrstuhl
für Mobilkommunikation, Technische Universität Berlin, from 2007 to 2010,
and the Lehrstuhl für Theoretische Informationstechnik, Technische Univer-
sität München, from 2010 to 2013. He is currently a Post-Doctoral Research
Fellow with the Department of Electrical Engineering, Princeton University,
Princeton, NJ, USA. He was a recipient of the VDE Johann-Philipp-Reis Prize
in 2013. He was one of the exemplary reviewers of the IEEE COMMUNICA-
TION LETTERS in 2013. Currently, he is an associate member of the IEEE
Information Forensics and Security Technical Committee.

Sergey Loyka was born in Minsk, Belarus. He received the Ph.D. degree in
Radio Engineering from the Belorussian State University (BSUIR), Minsk,
Belarus in 1995 and the M.S. degree with honors from Minsk Radioengi-
neering Institute, Minsk, Belarus in 1992. Since 2001 he has been a faculty
member at the School of Electrical Engineering and Computer Science,
University of Ottawa, Canada. Prior to that, he was a research fellow in the
Laboratory of Communications and Integrated Microelectronics (LACIME)
of Ecole de Technologie Superieure, Montreal, Canada; a senior scientist
at the Electromagnetic Compatibility Laboratory of BSUIR, Belarus; an
invited scientist at the Laboratory of Electromagnetism and Acoustic (LEMA),
Swiss Federal Institute of Technology, Lausanne, Switzerland. His research
areas include wireless communications and networks, MIMO systems and
smart antennas, RF system modeling and simulation, and electromagnetic
compatibility, in which he has published extensively. Dr. Loyka is a technical
program committee member of several IEEE conferences and a reviewer for
numerous IEEE periodicals and conferences. He received a number of awards
from the URSI, the IEEE, the Swiss, Belarus and former USSR governments,
and the Soros Foundation.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


