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Abstract—Multiple-input-multiple-output (MIMO) capacity of
waveguide and cavity channels is investigated using the modal ex-
pansion technique. Rectangular and circular waveguides and cavi-
ties are studied in details. Approximate expressions for the number
of modes and for the capacity are given. A MIMO system architec-
ture is suggested for a waveguide channel, which achieves the full
capacity by making use of the mode orthogonally (or near orthog-
onality) using an eigenmode modulator at the Tx end and a spa-
tial correlation receiver at the Rx end. Various practical limitations
(e.g., nonideal waveguides and modulators, using discrete sensors
instead of continuous, one-dimensional sensors instead of two-di-
mensional, etc.) and their impact on the capacity are discussed. It
is demonstrated that long cavities are equivalent to waveguides in
terms of capacity. The concept of spatial capacity is introduced
to characterize the limits on the transmission rates that are due
to both electromagnetic and information-theoretic considerations,
which can be evaluated in a closed form for ideal waveguides and
cavities. It follows that the traditional single-mode transmission is
optimum in terms of capacity in the small signal-to-noise ratio re-
gion only.

Index Terms—Channel capacity, multiple-input-multiple-
output (MIMO) system, modal decomposition, waveguide.

I. INTRODUCTION

ULTIANTENNA systems [also known as multiple-

input-multiple-output (MIMO)] have recently received
unprecedented attention due to their extraordinarily high spec-
tral efficiency [1]-[3]. As any wireless communication system,
they suffer from impairments of the wireless propagation
channel. However, the impact of the propagation channel on
MIMO system performance is much more profound and com-
plicated than that of traditional (i.e., single antenna) systems.
While the MIMO system performance is much superior, under
favorable propagation conditions, to that of the traditional
systems, it may be significantly deteriorated by the propagation
channel in some scenarios [3]. This explains the large interest
in studying the MIMO propagation channel.

There has been recently considerable interest in studying the
radio wave propagation in tunnels and other confined spaces
[4]-[8] as many practical communication systems operate in
such an environment. MIMO systems promise to improve the
performance significantly for such environments [4]. However,
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rigorous analysis of a tunnel channel presents a serious problem
from the electromagnetic point of view. Hence, various approx-
imations are used [6]—[9]. Detailed studies of a tunnel channel
suggest that the modal expansion theory, which has been suc-
cessfully used for classical electromagnetic structures [11]—[13]
(i.e., transmission lines, waveguides, cavities, etc.), can also
be applied to the tunnel channel [6], [9]. As an extreme sim-
plification, [10] suggested to use the modal field expansion of
an ideal (lossless and uniform) waveguide to model the tunnel
channel. In this paper, we follow this approach and analyze in
detail the maximum MIMO capacity achievable in a waveguide
or cavity-like channels, and discuss various approximations and
practical limitations involved.

The use of ideal waveguide models to study the MIMO ca-
pacity, which seems to be strange at first, has several profound
reasons. First, some indoor channels (i.e., corridors, tunnels,
etc.) can be modeled, to a certain extent, as waveguides or cav-
ities and, hence, their capacity analysis is of practical interest.
The MIMO capacity of an ideal waveguide channel represents
an upper bound on the capacity of a realistic channel, which
may be quite tight in some cases. Secondly, this problem can
be considered as a canonical one—its solution allows one to de-
velop the necessary analysis techniques, which can be further
extended to more realistic conditions. Modal field expansion
and capacity analysis are analytically tractable for ideal waveg-
uides and cavities. This allows for considerable insight into the
problem of MIMO system operation in such environments. Fur-
thermore, a generalization to more realistic conditions is also
possible using the modal expansion approach, which has been
proven to be a powerful tool for many electromagnetic prob-
lems. Finally, the solution of this problem would shed some light
on a MIMO structure of electromagnetic (EM) field itself, on
the impact of the electromagnetism laws on the MIMO capacity
in general, and, ultimately, on the relation between the laws of
electromagnetism and information theory.

This paper concentrates on the MIMO capacity study in
a waveguide or cavity-like channel without detailed electro-
magnetic analysis. The major goal is to establish the limits
on achievable capacity that are due to electromagnetic field
structure in confined spaces. Modal analysis allows one to
accomplish this goal.

II. MODAL EXPANSION OF WAVEGUIDE FIELDS

For simplicity, we consider a lossless cylindrical (or uni-
form—cross-section is independent of the axial coordinate z)
waveguide. Generalization to the case of lossy or nonuniform
waveguide will be discussed later. Waveguide geometry is
illustrated in Fig. 1 (for the case of a rectangular waveguide).
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Fig. 1. Rectangular waveguide geometry.
Arbitrary electromagnetic field inside of such a waveguide can
be expanded in terms of the eigenmodes as follows [11], [12]:

= Zanen z,y)e Ihanz
Zﬂn

where e, (z,y) and h,(x,y) are the normalized modal func-
tions of the electric and magnetic fields, a,, and (3,, are the ex-
pansion coefficients (mode amplitudes), k.,, is the axial com-
ponent of the wave vector, and n is the mode index. The modal
functions e, (x,y) and h, (x,y) give the field variation in the
transverse directions (z, y), and the variation along the axial di-
rection (z) is given by e~7%:»*_ A time dependence /! is as-
sumed everywhere and not indicated explicitly. While particular
form of the modal functions depends on the guide cross-section
and may be difficult to find in explicit form (unless some sym-
metry is present), an important general property of the modal
functions is their orthogonality in the following sense [11], [12]:

// enendrdy =b,mn
A

// h,h,,dzdy = 6,n
s

// e h,,dzdy =0
e

where the integrals are over the guide cross-sectional area S,
O0mn = 1 if m = n and zero otherwise. For given frequency,
there exist a finite number of propagating modes and all the
other modes are evanescent, i.e., they decay exponentially with
z. Because of this, we do not consider evanescent modes in this
paper. An important property that follows from (1) is that the
field everywhere in the guide can be recovered from its trans-
verse component measured in the cross-section z =const [12].

If the waveguide is lossy, (1) still holds true but the
wavenumber k becomes complex, k = k' — jk”, where k'
and k" are real and positive and the field decays exponentially
with z [11], [12]. Additionally, the modal functions are not
orthogonal anymore. Hence, generic correlation matrix R,,,
must be used in (2) instead of 6,,,. If the waveguide is not
uniform along the z-axis, there exists coupling between the
modes [11], which can also be characterized by the correlations
matrix R,,,. In general, electromagnetic analysis of lossy or

E(z,y,2)

nZ

H(xz,y,2) (z,y)e Ik (1

2
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nonuniform waveguides presents a serious problem from the
electromagnetic viewpoint [11] and is beyond the scope of this
paper, which concentrates on a MIMO capacity study. Hence,
we will use the generic correlation matrix to model these
effects, assuming that its components are known from detailed
electromagnetic analysis or measurements. Unless otherwise
indicated, lossless uniform waveguides are considered below.

A. Rectangular Waveguide

Let us consider a rectangular waveguide located along the OZ
axis (see Fig. 1). All the modes are grouped into two different
types: 1) TE modes, i.e., transverse electric field e, = 0 and 2)
TM modes, i.e., transverse magnetic field h, = 0. The modal
functions are well known [13]. For the TE modes, they are

(5)

mmrry .
Ca(mn)(T;Y) = Ag(mn) COS (—) sin

a
Cy(mn)(T,Y) = OAy(mn) sin (?) cos (n%bry)
e, =
P (mn) (%, Y) = Ba(mn) sin (m;rx) cos (n_7bry)
Py (mn) (2, Y) = By(mn) cos (m;rx) sin (n_;)ry)
bz (mn) (%, Y) = B (mn) c0O8 (m;rx) cos (n%bry) 3)

where (m, n) is the composite mode index, m,n > 0,and A, B
are normalization constants whose explicit form is not important
for this paper. The transverse wavenumber is

b =/ () + () @
and the axial wavenumber is
w2
k. (mn) = (5) = k) )

where ¢ is the speed of light. The sign of k. in (5) is chosen
in such a way that the field propagates along the positive direc-
tion of OZ axis (i.e., from the Tx end to the Rx end). A mode is
propagating if k. () is real, i.e., if ky(mn) < w/cp. The case of
kt(mn) > w/¢q corresponds to the evanescent field, which de-
cays exponentially with z and is negligible at a few wavelengths
from the source [11]. Assuming that the Rx end is located far
enough from the Tx end (i.e., at least a few wavelengths), we ne-
glect the evanescent field. Hence, the maximum value of &y, )
is kt(mn) max = w/co. This limits the number of modes that
exist in the waveguide at given frequency w [11]-[13]. Note also
that a TE mode exists whenm # Qorn # 0.If m = n = 0,
the mode is identically zero.

For the TM modes, the  and y components of the E and H
modal functions are the same up to a constant as those of the TE

modes, and [13]
€ (mn)(7,y) = A sin (w) sin (@)
a

h, =0. (©6)

Note that the TM modes exist when m, n. > 0. The wavenumber
components are the same as for the TE modes (i.e., (4) and (5)).
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Fig. 2. MIMO system architecture for a waveguide channel.

TE and TM modes with the same (m,n) pair have the same
wavenumber. It is straightforward to check that the orthogo-
nality relations (2) hold true for (3) and (6).

B. Circular Waveguide

The TE mode functions in a circular waveguide take the fol-
lowing form [13]:

cosn
€r(mn) (Tv 90) = Ar{ . (‘0} In (kt(mn)r)

sinngp
Ep(mn) (T3 P) = A*’{:;I;Zi} (Kt(mmr)
e, =0
P () (75 ) = Br{:LI;Zi}Jé Kt (mn)T)
cosn
Rp(mn) (T, 0) = {sng}Jn Kt(mn)T)
bt 7:0) =B A () D)

where (r, ) are the radius and angle (circular coordinates),
Jn(z) is nth-order Bessel function of the first kind, J/,(z) =
dJn(x)/dz, ki(mn) = Prn /@ Pran is the mth root of J), (z) =
0, and a is the waveguide radius. As above, the number of prop-
agating modes is limited by k¢(mn) = p),,,,/a < w/c and the
axial wavenumber is given by (5).

Up to a normalization constant, the TM mode functions can
be obtained from the TE mode functions by exchanging E- and
H-fields component-wise and using a new value of k() in
those expressions [13]

e(r, 90) A h(T7 (10)7 kt(mn) = p:n (®)

where p,,.,, is the mth root of .J,,(z) = 0. The number of prop-
agating modes is limited in the same way as for the TE modes.

III. MIMO CAPACITY OF WAVEGUIDE CHANNELS

In this paper, we use the celebrated Foschini—Telatar formula
for the MIMO channel capacity [1], [2]. For a fixed linear np X
n matrix channel with additive white Gaussian noise and when
the transmitted signal vector is composed of statistically inde-
pendent equal power components each with a Gaussian distri-
bution and the receiver knows the channel, the channel capacity
is

C = log, det <I + n—GG+> bits/s/Hz )

T
where nr and ng are the numbers of transmit and receive
antennas, respectively, p is the average signal-to-noise ratio
(SNR), I is ng X mp identity matrix, G is the normalized

channel matrix, tr(GG™) = nr, and “T” denotes transpose
conjugate. We also assume that the channel is quasi-static
and frequency flat (i.e., negligible delay spread). When
ny = nr = N, itis well known that the maximum capacity is
achieved for independent subchannels, i.e., for G = I, and
Cinax = Nlogy (1+ 4. (10)
N
This fact together with the orthogonality relations (2) immedi-
ately suggest a way to achieve the maximum capacity in a wave-
guide channel by using the modes as independent subchannels
since they are orthogonal. The system block diagram is shown
in Fig. 2. At the Tx end, all the orthogonal modes are excited
using an eigenmode modulator and each bit stream modulates a
mode amplitude. At the Rx end, a spatial correlation receiver is
used to demodulated the transmitted streams. Since the modes
are orthogonal, this can be done without interstream interfer-
ence. Note that this approach is opposite to the traditional one,
when only one (fundamental) mode is excited and all the other
modes are avoided [13]. As (10) demonstrates, multimode prop-
agation in a waveguide increases its capacity tremendously (see
also Figs. 4, 10, and 12).

We further derive the channel matrix for a general case of
correlated modes. The field distribution at the cross-sectional
area is measured and correlated with the modal functions at
the receiver to recover the mode amplitudes. Assuming for sim-
plicity that the E-field is used (the same argument applies to the
H-field), the Rx estimates the mode amplitudes as follows:

&; = // E(z,y, zr)ei(x,y)dzdy
s

where E(z,y, zg) is the E-field distribution at the Rx cross-
sectional area, z = zg. Using (11) and (1), the channel matrix
is obtained as

Y

G = &

L_] -
@;

= e Ikeizn // ei(v,y)e;(z,y)dzdy

a;=0Vi#j -
s

(12)

assuming that the Tx end is located at z = 0. Using a pilot tone,

the phase factor e~/*=i% can be estimated and eliminated by

the Rx. Additionally, it does not affect the capacity since (9)

includes only the combination GG in which the phase factor

is cancelled. Hence, we drop it

Gij = // e;(z,y)ej(x,y)dzdy.
s

Clearly, for orthogonal modes G = I and the capacity is max-
imum. Knowing the number of modes N and using (10), the
maximum MIMO waveguide capacity can easily be evaluated.

(13)
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In contrast to [10], the maximum capacity (we call it further
simply “capacity”) of the MIMO system described above does
not vary along the waveguide length and increases with the
number of modes, as one would intuitively expect. If not all the
available modes are used, the capacity decreases accordingly.
The capacity may also decrease if the Rx antennas measure
the field at some specific points rather than the field distribu-
tion along the cross-sectional area since the mode orthogonality
cannot be efficiently used in this case. This was the case in [10],
and it explains the variation of the capacity along the waveguide
there. In order to evaluate the maximum capacity using (10), we
further evaluate the number of modes V.

A. Rectangular Waveguide Capacity

Let us consider first a rectangular waveguide located along
the OZ axis (see Fig. 1). The modal functions are given by (3)
and (6) and all the propagating modes must satisfy the following
inequality, which follows from (5):

m 2 n\ 2

(7) +(F) =4
where a’ = a/A\, b’ = b/A, and A = 27¢g /w is the free-space
wavelength; and m,n = 1,2, .. ., for the TM modes and m, n =
0,1,...,m + n # 0, for the TE modes. Using a numerical
procedure and (14), the number of modes N can be evaluated
exactly. A closed-from approximate expression can be obtained
for large a’ and b’ by observing that (14) is, in fact, an equation
of ellipse in terms of (m,n) and all the allowed (m,n) pairs
are located within the ellipse. This leads to the wavenumber
space filling argument. Hence, the number of modes is given
approximately by the ratio of areas

(14)

2wab  27wS,,

(15)

where S, = 4wa’l/ is the ellipse area, Sy = 1 is the area around
each (m,n) pair, S,, = ab is the waveguide cross-sectional
area, the factor 1/4 is due to the fact that only nonnegative m and
n are considered, and the factor two is due to the contributions
of both TE and TM modes. As (15) demonstrates, the number
of modes is determined by the ratio of the waveguide cross-sec-
tion area ab to the wavelength squared. As we will see further,
this is true for a circular waveguide as well. Hence, we conjec-
ture that this is true for a waveguide of arbitrary cross-section
as well. This conjecture seems to be consistent with the spa-
tial sampling argument with the sampling interval being \/2
[two-dimensional (2-D) sampling must be considered in this
case]: the number of samples is Ny =~ S,,/(\/2)? = 4ab/\?,
which is close to (15). In fact, (15) gives the number of de-
grees of freedom the rectangular waveguide field is able to sup-
port and which can be further used for MIMO communication.
Fig. 3 compares the exact number of modes computed numeri-
cally using (14) and the approximate number (15). As one may
see, (15) is quite accurate when a and b are greater then ap-
proximately a wavelength. Note that the exact number of modes
has a step-like behavior with a/ A, which is consistent with (15).
Using (10) and (15), the maximum capacity of the rectangular
waveguide channel can be easily evaluated.
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The analysis above assumes that the E-field (including both
E, and £, components) is measured on the entire cross-sec-
tional area (or at a sufficient number of points to recover it using
the sampling expansion). However, it may happen in practice
that only one of the components is measured, or that the field is
measured only along the OX (or OY) axis. Apparently, it should
lead to the decrease of the available modes. This is analyzed
below in detail.

Let us assume that the E-field (both components) is measured
along the OX axis only [this corresponds to one-dimensional
(1-D) antenna array located along OX]. Due to this limitation,
one can compute the correlations at the Rx using the integration
over the OX axis only since the field distribution along the OY
axis is not known. Equation (11) changes to

a

Q; = /E(ﬂ?y ZR)91(£Ey)d.T
0

(16)

Hence, one can use only the modes that are orthogonal in the
following sense:

a

/emlnlemm dr = 6myme, -

0
Similar applies to the H-field. Using (17), (3), and (6), one finds
that two different E-modes e,,,,, and e,,,, are orthogonal
provided that m, # myo; if these modes have the same m index,
they are not orthogonal. The same is true about the H-modes
[this can be verified using (3)] and about one E-mode and one
H-mode. This results in a substantial reduction of the number
of orthogonal modes since, in the general case, two E-modes
are orthogonal if at least one of the indexes is different, i.e., if
mi1 # ma or ny # meo. Surprisingly, if one measures only one
field component in this case (i.e., I, or E,)), the modes are still
orthogonal provided that mj # my [this can be seen using (3)
and (6)]. Hence, if the receive antenna array is located along
the OX axis, there is no need to measured the second field com-
ponent—it does not provide any additional degrees of freedom
compared to the case of one component. This allows one to sim-
plify the Rx end considerably by using a scalar rather than vector

7)
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field sensor. The number of orthogonal modes can be evaluated
using (14)

4a
N, =~ e (18)
This corresponds to 2a/\ degrees of freedom for each (E- and
H-) field. Note that this result is good agreement with that ob-
tained using the spatial sampling argument, i.e., independent
field samples (which are, in fact, the degrees of freedom) are
located at A/2.

The similar argument holds true when the receive array is
located along the QY axis. In this case two modes are orthogonal
provided that n; # ns and there is also no need to measure the
second field component. The number of orthogonal modes is
approximately

N, ~ (19)

1
Fig. 4 shows the MIMO capacity of a rectangular waveguide
(the same as in Fig. 1) for the SNR p = 20 dB. Note that the ca-
pacity saturates as a/ A increases. This is because (10) saturates
as well as IV increases and [1]

. 14
1 C=—. 20
Ngvnoo In2 ( )
C in (10) can be expanded as
_ oy (—1)i(ﬁ>i
D D (0 R

For large N, i.e., for small p/N, this series converges very fast
and it can be approximated by first two terms

~ P (1P
C”an(l 2N)'

The capacity does not change substantially when the contribu-
tion of the second term is small

(22)

L<<1:>N>Nmaxzp

2N 23)
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where N, 4. 1s the maximum “reasonable” number of modes for
given SNR (or vice versa): if [V increases above this number, the
capacity does not increase significantly. It may be considered
as a practical limit (since further increase in capacity is very
small and it requires very large increase in complexity). Using
(15) and (8), one finds the maximum “reasonable” size of the
waveguide for the case of 2-D and 1-D arrays correspondingly
(or maximum “reasonable” SNR)

a“)‘\ax ~ \/§(2 — D array), GL;X ~ g(l — D OX array).

(24)
Note that Fig. 4 shows, in fact, the fundamental limit of the
waveguide capacity, which is imposed jointly by the laws of
information theory and electromagnetism. While it may be far
away from what is achievable in practice today, it gives a good
idea as to what is the potential of an MIMO system operating in
a waveguide-like environment.

In some cases, it may not be feasible to measure the contin-
uous field distribution at the cross-sectional area of the Rx end.
Rather, the field can be measured using discreet sensors located
at certain points. We show now that, provided the points are se-
lected appropriately, this does not result in significant capacity
loss. Let us consider for simplicity the case of 1-D Rx array lo-
cated along the OX axis, with the element locations being ;.
The Rx signal vector is then

s; = Ey(wi,yr, 2r) = Z ajeyi(zi,yp)e 7R (25)
J

where yg, zr are the Rx array coordinates. As before, the phase
factor e 7%:n*r can be dropped. Considering «, as the Tx
vector, the channel matrix can be expressed as

8

GL] = = ellj (‘Ti’ yR) (26)

QO o =0Vits

The Rx sensor locations z; should be selected in such a way
that 1) G; is not singular and, preferably, 2) it has the largest
possible singular values; and yp is selected in such a way that
the y-factor in (3) is maximum, which is assumed to be equal to
unity below. To this end, the systematic procedure to select z; is
not known. A good rule of thumb is to choose z; that correspond
to the peaks of the largest mode. Using (3), the peaks are located
at

241
YT oM

a, i=0,...,M—1 27)
where M = max{m} is the maximum mode m-index in (14).
The channel matrix in this case is
Gij = CMsin<j2L—Ajlg>, =0, M—1,5=1,....M
(28)
where (s is the normalization constant and Cp; =
2/(M + 1) so that tr(GG™') = M. Fig. 5 shows the nor-
malized capacity loss, defined as AC' = (Crax — C)/Cmax,
where Ch.x is given by (10) and C is the capacity of the
discrete sensor system. Remarkably, the loss in capacity is not
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more than 1.5%. To understand this, let us consider the capacity
in (9) expressed as

=Y log <1 + %)\,L)

where \; are the eigenvalues of GG, which are the squared
singular values of G, \; = o2. Fig. 6 shows the maximum and
minimum eigenvalues. Clearly, G has the required property of
being nonsingular and its singular values are not small (recall
that the best case is G = I, when all the singular values are
equal to one). Similar results hold true for the case of a 2-D Rx
array: the sensors are located at the points corresponding to the
peaks of the highest modes along both the OX and OY axes.
This gives a nonsingular channel matrix with reasonably good
singular values. However, the capacity loss in that case is a bit
larger (see Fig. 7), which, however, is not greater than 15% and
decreases as the number of modes increases.

It should be noted that nonorthogonality of the channel ma-
trix in (28) is due to the discrete sensors used at the Rx end,
and the modes themselves are assumed to be orthogonal. Such
orthogonal modes can be generated using an eigenmode mod-
ulator based on a continuous field distribution synthesis (cor-
responding to each mode) similar to that used for continuous
aperture antennas [25]. However, this may not be feasible due to
numerous practical limitations. In such a case, a realistic eigen-
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Mmax = Mmax = M.

mode modulator will introduce mode coupling. To this end, the
effect of the mode coupling due to, for example, using discrete
sensors at the Tx end can be analyzed using the reciprocity the-
orem [13]. Additionally, since the capacity is invariant under
the transformation G — G, it does not matter which end is
Tx and which is Rx, as the capacity remains the same. Hence,
we conclude that the capacity of the MIMO system with dis-
crete-sensor eigenmode modulator [as in (27)], which results in
mode coupling, and the ideal correlation receiver is the same as
that with the ideal modulator and the discrete-sensor receiver
above. Similarly to Figs. 5-7, the capacity loss due to this type
of mode coupling is not large.

B. Rectangular Cavity Capacity

The analysis of MIMO capacity in cavities is very different
from that in waveguides in one important aspect. Namely, the
modes of a cavity exist only for some finite discrete set of fre-
quencies (recall that, as in the case of waveguide, we consider a
lossless cavity). Hence, there may be no modes for some fre-
quencies. To avoid this problem, we evaluate the number of
modes for a given bandwidth f € [fo, fo + Af], starting at
fo. For a rectangular cavity, the wave vector must satisfy [11],

[12]
o= () )+ ()= (2)
a b c co

where c is the waveguide length (along the OZ axis in Fig. 1) and
p is a nonnegative integer; m,n = 1,2,3,...,p = 0, ,
for TM modes, and m,n = 0,2,3,...,p = 1,2,..., for TE
modes (m = n = 0 is not allowed). Noting that (29) is an
equation of an ellipsoid in terms of (m,n,p), the number of
modes with k € [ko, ko + Ak] can be found as the number of
(m,n,p) points between two spheres with radiuses of ko and
ko + Ak correspondingly. Fig. 8 gives a 2-D illustration of this
procedure.

Using the ratio of areas approach described above, the
number of modes is approximately

(29)

v
Ve o gxVLAf

N2t = 0]
o A fo 0
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Fig. 8. 2-D illustration of wavenumber space filling.
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Fig. 9. Number of orthogonal modes in a rectangular cavity for a = 4X, b =
2X,and Af/fo = 0.01.

where V. = 4nk2Ak is the volume between the two spheres,
Vo =nd / Ve is the volume around each (m,n,p) point, V. = abc
is the cavity volume; factor two is due to two types of modes,
and factor 1/8 is due to the fact that only nonnegative values
of (m,n, p) are allowed. An important conclusion from (30) is
that the number of modes is determined by the cavity volume
expressed in terms of wavelength and by the normalized band-
width. Detailed analysis shows that (30) is accurate for large a,
b, and ¢ and if ¢/\ < fo/4Af (see below for related discus-
sion).

It should be noted that the mode orthogonality for cavities
is expressed through the volume integral (over the entire cavity

volume)
/// e e, dV = 0,
o

and, hence, all the modes are orthogonal provided that the field
is measured along all three dimensions, which, in turn, means
that a three-dimensional (3-D) array must be used, which may
not be feasible in practice. If only 2-D arrays are used, then
the mode orthogonality is expressed as for a waveguide, i.e.
(2), and, consequently, only those modes are orthogonal that
have different (m,n) indexes. The use of a 2-D array results
in significant reductions of the number of modes for large c, as
Fig. 9 demonstrates. Note that for small c, there is no loss in the
number of orthogonal modes. This is because different p corre-
spond in this case to different (1, n) pairs [this can also be seen
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Fig. 10. Capacity in a rectangular cavity for a = 4X,b = 2X,and Af/fo =
0.01.

from (29)]. However, as c increases, different p may include the
same (m, n) pairs, which results in the mode number loss if a
2-D array is used. In fact, the 2-D case with large c is the same
as the waveguide case (with the same cross-sectional area), as
it should be. The value of ¢ for which the cavity has the same
number of orthogonal modes as the corresponding waveguide
can be found from the following equation:

~ Ct Jfo
NCNNw=>)\—4Af (32)
Hence, if 2-D antenna arrays are used and ¢ > ¢;, the waveguide
model provides approximately the same results as the cavity
model does, i.e., the cross-section has the major impact on the
capacity, while the effect of the cavity length is negligible. The
waveguide model should be used to evaluate the number of or-
thogonal modes (and capacity) in this case because it is simpler
to deal with. For example, a long corridor can be modeled as a
waveguide rather than cavity (despite of the fact that it is closed
and looks like a cavity). Fig. 10 shows the MIMO capacity of
the cavity channel. While the capacity of a 2-D array system sat-
urates like the waveguide capacity, which is limited by a and b,
the capacity of a 3-D system is larger and saturates at the value
given by (20). It should be noted that (20) is the capacity limit
due to the information theory laws, and (15), (18), (19), (30),
and (32) are the capacity limits due to the laws of electromag-
netism (due to the finite number of degrees of freedom of the
EM field).

C. Circular Waveguide Capacity

The number of modes can be found from the following:

Pmn < 2ma’ (TM modes), pl,,, < 2ma’ (TE modes) (33)
where ¢’ = a/\. A closed-form approximate expression for
large a’ can be obtained using the large-argument approxima-
tion of the Bessel function

Jm(x)z\/gcos(m—g—%).

(34)
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Using this, (33) can be approximated as

n+ % <2d — Z (TM modes), n+ % < 2d — i (TE modes).

(35)
Using the same ratio of areas approach, the number of modes is
approximately

(36)

As can be seen from Fig. 11 and 12, this approximation is quite
accurate for /A > 1 both in terms of the number of modes and
the capacity. The saturation of the capacity for large a/A, as it
follows from (20)—(23), is also obvious. Similarly to (24), the
maximum “reasonable” radius of the waveguide is amax/A =
4/p/10 [as a side remark, we note that its numerical value is
close to that of the first expression in (24)]. It is interesting to
note that, in both cases (i.e., rectangular and circular waveg-
uides), the number of modes is determined by the waveguide
cross-sectional area expressed in terms of the wavelength in a
way similar to an aperture antenna gain. This reinforces our
speculation above that this is true in the general case of an arbi-
trary cross-section as well.
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D. Lossy or Nonuniform Waveguides

Many practical channels are far away from an ideal lossless
uniform waveguide. Accurate analysis of such waveguides is a
complex electromagnetic problem, which is beyond the scope
of this paper. Below we summarize the major differences from
the communication system viewpoint and discuss their impact
on the MIMO channel capacity.

1) Power loss in the waveguide due to lossy walls or dielec-
tric media. This can be accounted for by considering a
complex propagation constant [11]-[13]. Equation (12)
changes to

Gij = e % // e;(z,y)e;(z,y)dzdy (37)
Js

where ; > 0 is the attenuation constant. Note that the
exponential factor cannot be neglected anymore as it re-
sults in SNR loss at the receiver. We also note that the
power loss may be different for different modes, which is
accounted for by y; (usually, higher order modes experi-
ence higher power loss). More detailed discussion of this
problem for indoor environments can be found in [20].
2) Mode coupling due to nonuniformities in the waveguide
(i.e., internal objects, nonuniform structure of the guide
etc.). It can be modeled by considering a generic channel
matrix G;;, whose entries depend strongly on the de-
tailed electromagnetic structure of the waveguide. In
each particular case they can be found using well-known
electromagnetic analysis techniques or measurements,
which is beyond the scope of this paper. Recent results in
this area have been reported in [20] and [21]. Specifically,
it was demonstrated that a properly modified waveguide
model provides reasonably accurate predictions (when
compared to measurements) and a significant insight
into radio wave propagation in indoor environments
[20]. A detailed analysis of mode coupling in optical
waveguides, which is also applicable to other scenarios,
can be found in [22]. Without a detailed electromagnetic
analysis, mode coupling phenomenon can approximately
be modeled by considering some simplified structure of
the correlation matrix R = GG™, for example, using
uniform or exponential models [14], [15]. The correlation
coefficient in those models can be found using the mode
coupling theory [22] or any numerical electromagnetic
technique. Note that when the normalized mode coupling
is less than approximately 0.5, it does not have significant
effect on the capacity.
Frequency-selective properties of the waveguide: may be
an issue for broadband systems. The capacity can be eval-
uated by considering an orthogonal frequency-division
multiplexing-like MIMO system and integrating (9) over
the frequency, where the channel matrix is a function of
frequency G = G(f) [18]. Frequency-selective channel
matrix can be found using electromagnetic analysis
techniques [11].

3)
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E. Optical Fiber Channels

The modal analysis can be used for an optical fiber waveguide
as well [19], [22]. The number of modes and, hence, the MIMO
capacity can be evaluated in the same way as above. The ever
increasing need for higher transmission rates in such channels
makes the analysis practically relevant since it allows one to es-
tablish the fundamental limits of the optical fiber technology.
While most long-range optical fibers are presently produced
single-mode to avoid dispersion effects and a larger power loss
associated with higher modes, some of the short-range fibers
are made multimode [23], which can be beneficially exploited
for MIMO transmission. While practical implementation of an
optical fiber MIMO system may be challenging due to many
reasons, including the fact that it is difficult to excite many
modes simultaneously and to avoid their coupling, it is well
worth studying as the potential increase in rates (as indicated
by the results above) over present-day rates is enormous, even
when only a small portion of the full capacity is achieved. To
the best of the author’s knowledge, the first design of such an
optical fiber MIMO transmission system is suggested in [24].

IV. SPATIAL CAPACITY

The MIMO capacity in (9) depends on the propagation
channel through the channel matrix G. Clearly, the capacity
can be maximized by appropriate choice of G (i.e., the number
of antennas and scatterers, their locations, etc.). However, in
doing this optimization, one is limited by practical constraints
(e.g., location of antennas within available space) on the one
hand and, on the other hand, by fundamental constraints [17].
The latter are due to the fact that G is ultimately determined by
the laws of electromagnetism (i.e., Maxwell equations), which
in this respect constitutes a constraint for the optimization
problem considered, i.e., one wishes to create such a field
distribution that G is the “best” one and, hence, the MIMO
capacity is maximum, but the field itself is a subject to Maxwell
equations and, hence, the optimization is limited by the latter.
To quantify this effect, we introduce the concept of spatial
capacity S, which is defined, similarly to conventional MIMO
capacity definition [2], to be the maximum mutual information
between the Tx vector x on the one hand and the pair of the Rx
vector y and the channel G(E) [assuming perfect channel state
information (CSI) at the Rx] on the other, the maximum being
taken over both the Tx vector and the EM field distributions

§ = max {I(x{y, GE)})}

(
1 O’°E
const. : (xTx) < Pp, V’E — — — =
< ) < Pr, ct ot?
E =E\V{r,t} € B (38)
where p(x) is the probability density function of x and, to be
specific, we assume that the electric field E is used to transmit
data (H-field can be used in the same way), B is the boundary
condition (due to the scattering environment), and the last con-
straint is due to the boundary condition. The first constraint is
the classical power constraint and the second one is due to the

wave equation (i.e., Maxwell equations in the source-free re-
gion). The concept of spatial capacity quantifies the limits on
achievable MIMO rates imposed jointly by the laws of informa-
tion theory and electromagnetism. The maximum in (38) is diffi-
cult to find in general since one of the constraints is a partial dif-
ferential equation with an arbitrary boundary condition. How-
ever, in some cases this maximum can be found in an explicit
closed-form. Consider, for example, a lossless uniform wave-
guide. Using (1), we conclude that 1) the optimizations over
p(x) and E can be carried out separately (since they are inde-
pendent of each other) and 2) the optimization over E is equiv-
alent to optimization over «,, (since the expansion coefficients
determine the field uniquely). When the Tx does not know the
channel, x is independent identically distributed (i.i.d.) complex
Gaussian [because 1) the channel is additive white Gaussian
noise and Gaussian distribution maximizes the entropy and 2)
the lack of channel knowledge at the Tx forces the covariance
of x to be the identity matrix, i.e., no “preferred direction” in the
eigenspace; see [2] for more details], p(x) = CN(0, Pr/nrl),
and the capacity is given by (9) [2]. Further optimization of (9)
over a,, subject to tr(GG™) = ng results in a,, = 1 and
R =1, i.e., all the modes carry the same power. Hence, all the
capacity results above give, in fact, the spatial capacity, i.e., the
maximum limited by the laws of electromagnetism. One may
say that the spatial capacity concept absorbs the limits to in-
formation transmission due to both the information theory and
electromagnetics.

When there is mode coupling and, additionally, different
modes experience different attenuation (e.g., lossy waveguide
with different y;), one has to consider generic correlation matrix
R # I. The optimum power allocation in the mode eigenspace
can be found by applying the water-filling solution [16] to the
eigenvalues \; of R

-1
a; = [1/ — M} (39)
Py

where (z)y = x if z > 0 and zero otherwise, and v is chosen
to satisfy the power constraint

Z |:I/ — )\i’_lnT:| =nr.
+

- p

(40)

a; is large for large eigenvalues and small or even zero (i.e.,
no transmission on the eigenmode) for small \;. Without loss
of generality, we further assume that Ay > Ao > ... > A,
Two important conclusions follow from (39) and (40) [18]. In
the large SNR mode, p > n/\,., all the eigenmodes carry
approximately the same power («; =~ 1). We also note that
the same solution applies when all the eigenvalues are equal,
Ai = A — a; = 1Vi, regardless of the SNR. In the small
SNR regime, p < 1/Ay — 1/A4, all the power is allocated to
the largest eigenmode «; = nr, a; = 0Vi # 1. From this, we
conclude that the traditional transmission strategy (i.e., using
a single dominant mode only) is optimum in the small SNR
regime only. For large SNR, the best strategy is to use all the
modes. In all the other cases, between these two extremes, sev-
eral dominant modes should be used, the exact number being
determined by the available SNR and by the eigenvalues J;.
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V. CONCLUSION

MIMO capacity of waveguide and cavity channels has been
discussed in this paper. The key idea of MIMO architecture in a
waveguide channel is to excite all the available modes at the Tx
end and, using a spatial correlation receiver, to demodulate them
at the Rx end. For an ideal waveguide and also assuming an ideal
eigenmode modulator, this provides a set of parallel indepen-
dent subchannels since the modes are orthogonal, the number
of subchannels being equal to the number of modes, which de-
pends on the guide cross-sectional area expressed in terms of the
wavelength. We have demonstrated this for the rectangular and
circular waveguides and conjecture that this is true for a generic
uniform waveguide as well.

In order to achieve the full capacity by using all the modes,
the Rx has to measure the vector field distribution at an entire
cross-section of the waveguide, i.e., a 2-D vector field sensor is
required. If only a 1-D sensor is implemented (due to complexity
constraint, for example), the number of orthogonal modes (as
“seen” by the Rx) decreases significantly. However, additional
reduction in complexity is possible since, in this case, the sensor
may measure only one field component (i.e., F, or I;) without
additional loss in capacity. The analysis above suggests using
continuous field measurement at the Rx end (either 2-D or 1-D)
to achieve the full capacity, which may not be feasible in prac-
tice. Instead, the field may be measured at some points only (i.e.,
a sensor array). In this case, some reduction in capacity is un-
avoidable since the mode orthogonally cannot be exploited to
the full extent. However, if the sensor locations are chosen ap-
propriately, the loss in capacity is small.

Lossy or nonuniform waveguide is a more realistic model of
practical channels. The capacity of such a channel is less than
that of the ideal one due to the power loss (hence, loss in SNR
for the fixed total Tx power) and the mode coupling. Hence, the
capacity of an ideal waveguide provides an upper bound on the
capacity of a realistic channel. If the normalized mode coupling
is less than 0.5, the loss in capacity is rather small (provided that
SNR loss is not large; some lossy waveguides may experience
large loss in capacity due to loss in SNR). This also applies to the
mode coupling introduced by a realistic eigenmode modulator
at the Tx end.

The analysis above demonstrates the large potential of
MIMO technology for confined spaces (including fiber-optics
channels). While this large capacity is not presently unachiev-
able due to various practical limitations, it gives fundamental
limits of the technology. Overall, the analysis presented in this
paper demonstrates that the information theory and electromag-
netism techniques can be used together to get a new insight into
the performance of such well-known structures as waveguides
and indoor propagation channels.
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