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Abstract - This paper overviews the modern concepts adopted by cope with the inaccuracy of vision systems alone due to
the robotics community during the past decade related to 3D problems like occlusion and inability of the vision sensor to
deformable object grasping and manipulation mainly guided by provide force estimation.
vision andforceltactile sensing. It also examines the new trends on For the major part of robotics literature, however, the objects
rigid objects manipulation which can be extended to deformable to be grasped and manipulated are considered to be rigid. Less
objects. This constitutes a challenging area ofresearch because of effort has been made in investigating the manipulation of
the complexity of interactions between the robot manipulator and deformable objects. But in reality, numerous objects are of such
the deformable object due to its deformation. To this effect, there That is, they are mostly unsymmetrical, compliant, and
are many issues to be considered in order to develop a truly have alterable shapes. Robot manipulation of deformable objects
autonomous robotic system that can successfully manipulate 3D still offers an important challenge to the robotics community and
deformable objects. This investigation concludes by proposing makes it a subject of significance for the development of the
viable solutions for designing an intelligent robotic framework to future generation of autonomous robots.
manipulate 3D deformable objects without any human Aside from of theomou srobots.
intervention. Aside from reviewing the main issues and trends encountered

when dealing with rigid objects manipulation [2, 3, 4, 5], which
Keywords - 3D deformable object manipulation, autonomous can be extended to deformable objects in a sensor based robotic
robots, forceltactile probing, dexterous grasping, computer vision. setup, this review focuses on recent solutions introduced for

I. INTRODUCTION deformable objects manipulation [6-23]. The objective is tocategorize the generic problem of deformable objects
Modem robotic systems used in industrial, security and space manipulation into more specific sub-problems, mainly

applications require a new generation of autonomous robot corresponding to the modeling and simulation of deformable
manipulators [1] able to perform intelligently sophisticated objects, the fusion of measurements taken from vision and
manipulation tasks in environments which may be relatively force/contact sensors, and the required control scheme to handle
unknown, variable or unstructured. Therefore, much research the manipulation process. This leads to the proposal of a design
efforts have been devoted within the past decade on the framework for the development of an autonomous robotic
development of robots that can sense and react to their system to manipulate 3D deformable objects under vision and
environment and to the type of object to be handled, whether tactile guidance, which is the objective of our current research
rigid or deformable. If robots can act intelligently based on effort.
sensed information, the need for specialized well calibrated
workspaces can be reduced as robots become more tolerant in II. ROBOTIC INTERACTION
dealing with unknown objects. To build such autonomous Typically in a robotic setup, when robot manipulators are
systems requires the combination of instrumentation, control programmed to perform their tasks, they must have a complete
systems, computer and mechanical engineering. knowledge about the exact structure of the manipulated object

Future autonomous robotic systems aiming at real world (shape, surface texture, rigidity) and about its location in the
applications in manufacturing, space, or in the field of security environment (pose). For some of these tasks, the manipulator
require more flexible and general solutions carried out by becomes in contact with the object. Hence, interaction forces and
imitating the basic human vision-touch capabilities. Human moments are developed and consequently these interaction
experience with objects manipulation provides an existing forces and moments, as well as the position of the end-effector,
evidence of the ability of vision to assist in grasping and must be controlled, which leads to the concept of "force
manipulation tasks. Autonomous manipulators have to produce controlled manipulation" [2]. There are two basic control
similar coordination between these two sensory systems to work strategies used in general to solve the force controlled
efficiently in unknown environments and adapt to unpredictable manipulation problem and to develop the required contact task
modifications. Vision provides rich knowledge about the spatial control with the environment. These are respectively the hybrid
arrangements, that is, the geometry and topology of objects to be position/force control scheme [24] and the impedance control
manipulated. The grasping process can be improved by using scheme [25].
vision feedback such that the robot end-effector can be guided Alternatively, to enhance interaction with the object, the
by the vision system and hence the relationship between the process of measuring the variables resulting from the application
object and the end-effector can be estimated. However, of the forces on the object must be considered. Another
integrating the visual feedback with contact/force sensing can important aspect of interaction with the object is the derivation
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of a contact model and the selection of proper grasp points [26, forces along the surface. In contrast to hybrid position/force
27]. These have a crucial role in performing the grasping process control, the impedance control scheme [25] combines the
where the objective is always to mimic the human hand [28]. To position and force control rather than separating them and aims
achieve the resemblance with human arm/hand in robotics, at softening the rigidity of robotic manipulators by assigning
force/tactile sensors [29] can be mounted on robotic hands that desired impedance to the end-effector. Using hybrid
are usually comprised of two or more fingers. These types of position/force control for controlling dexterous hands was
sensors give crucial information such as the presence of a investigated in [36] and impedance control in [37].
contact with the object, its size and shape, the exchanged forces On the other hand, if interaction control is to be considered as
between the object and the robot hand, mechanical properties of a sensor-based problem, then two categories of research efforts
the object in contact, and detection of slippage of the body in can be distinguished. Force sensing is considered in the first
contact. A smart combination of all this information opens the category such that the manipulator can sense the interaction with
door to more sophisticated manipulation known as dexterous the object during the interaction execution phase [2]. In this case
manipulation [30]. Hand dexterity refers to the capability of force sensors can be used effectively to perform hybrid
changing the position and orientation of the manipulated object force/position control or impedance control strategies. However,
from a given reference configuration to a different one arbitrarily force sensing can provide full 3D information only about the
chosen within the hand workspace. It is a rather broad concept local contact with the grasped object. Alternatively, a vision
that involves aspects of ability and stability in performing system, which is considered in the second category [38], can
motions ofthe manipulated object by hand palm and fingers. produce the global information about the 3D environment. In

III. HANDLING RIGID OBJECTS this case the interaction control comes in form of visual
ThereexiIIsaHubstanDalN rIGIDrch effoB tcarriedouti feedback, which is often referred to as "visual servoing", to

There exists a substantial research effort carried out in the enable the robot to see the object and refine accordingly the
literature on robotic grasping and manipulation of rigid objects interacting process. Unfortunately, vision approaches are not
where deriving the contact and grasping model is one of the suitable to establish and maintain contact with the object surface
basic operations in the manipulation process. Form closure and if precise position and orientation are unknown.
force closure are the most widely covered topics on grasp Another trend emerged following some attempts to combine
modeling that concerns the conditions under which a grasp can the two different complementary sensory systems, vision and
restrain an object. These two concepts have been originally force. A research effort was reported by Xiao et al. [3] on using
proposed for evaluating stable grasping of rigid objects. Form hybrid position/force control with force sensor and a fixed
closure grasp [31] considers the placement of frictionless contact camera. A sensor fusion strategy was proposed to merge
points so as to fully restrain an object. Alternatively, force force/torque-based and vision-based measurements. A combined
closure grasp [32] is more related to the ability of a grasp to vision/force control scheme was also reported by Baeten and De
reject disturbance forces and usually considers frictional forces. Schutter [4] using both force and vision sensors mounted on the
On the other hand, power grasps [33] are characterized by end-effector at the same time. Using this eye-in-hand camera
multiple points of contact between the grasped object and the configuration, a common global 3D framework for both force
surfaces of the fingers and palm and hence increase grasp and vision control was proposed to model, implement and
stability and maximize the load capability. execute robotic tasks in an uncalibrated workspace. The method

In another category, the research on multifingered robot to control the orientation of the end-effector using the
grasping modeling can be classified as fingertip grasp and force/torque sensor in this framework was investigated later by
enveloping grasp [34] respectively. In fingertip grasp the Zhang et al. [5] and it was found that the torque measurement is
manipulation of an object is expected to be dexterous since the not accurate enough for a free-form surface, which could cause
finger can exert an arbitrary contact force onto the object. On the orientation control errors. As a result, this method appears not to
other hand, when an object is grasped using the enveloping grasp be appropriate for feature tracking with accurate orientation
model the grasping process is expected to be stable and robust control on an unknown surface. To overcome this problem an
against an external disturbance since the fingers contact with the automated robot path generation method was developed in [5]
object at many points. Bicchi and Kumar [26] and Mason [27] based on vision, force and position sensor fusion in an eye-in-
published extensive surveys on robot grasping and contact with hand camera configuration that is used to identify the line or
rigid objects reviewing the concepts and methodologies used. edge feature on a free form surface. A robot is then controlled to
There has been significant work in the robotics community as follow the feature more accurately.
well towards recovering good grasp point candidates on the
object. Watanabe and Yoshikawa [35] present a comprehensive
review and different classifications for the methods used to The main challenge in developing autonomous robotic
choose such grasp points. In their work, choosing optimal grasp systems to manipulate deformable objects comes from the fact
points was investigated on an arbitrary shaped object in 3D that there are different generic interconnected problems to be
space using the concept of required external force set. solved. It involves the collection of deformation characteristics,

However, grasping and manipulation processes are carried out the modeling and simulation of the deformable object from these
by controlling interaction forces at the contact points with the estimates, and the definition and tuning of an efficient control
object. Hybrid position/force control [24] tries to decouple the scheme to handle the manipulation process based on
directions in which force is controlled, e.g. the force normal to multisensory feedback. A recent trend aims at merging
the surface, from those in which position is to be tracked, e.g. measurements taken from vision and force/ tactile sensors to



accelerate the development of autonomous robotic systems object in order to acquire measurements of interactions with the
capable of executing intelligent exploratory actions and to object. Another method of probing and vision tracking was
perform dexterous grasping and manipulation. reported in [12] to model deformable objects geometric and

A. Deformable Objects Modeling and Simulation elastic properties. The approach uses vision and neural networksto select only a few relevant sampling points on the surface of
Automatic handling of deformable objects usually requires the object and guides the acquisition of deformation

that the evaluation of the deformation characteristics is carried characteristics through tactile probing on these selected points.
out using simulated environments before conducting the physical The measurements are combined to accurately represent the 3D
experiment. Hence, the manipulation process can be successfully deformable object in terms of shape and elastic behavior.
performed by analyzing the manipulative tasks and deriving their Regarding the contact and grasp modeling for deformable
control strategies using deformable object models. A wide objects, concepts of rigid force and form closure as well
variety of approaches have been presented in the literature power grasp were extended to accommodate deformable
dealing with computer simulation of deformable objects [6] . In [13], the concept of force closure for rigid objects
Thesaproahesare mainly derived from physically-based objctsThese approaches are mainly derived from physically-based with unbounded applied forces was extended to deformablemodels that emulate physical laws to produce physically valid

behaviors. Mass-spring system simulations and finite elements obje th bound ed force Wk tsuret al.
methods are the major physically-based modeling techniques dint ed th concept of b nded force wihichi
considered [39]. defined as grasps that can resist any external force within the

In addition to computer modeling and simulation of bound Theyconsidereda candidate grasp andexternal forces
deformable objects, other research efforts in robotics were within a bound that can deform and displace the deformed
dedicated to the modeling problem in the process of the physical part. In [14], Prattichizzo et al. focus on the dynamics of the
manipulation. Nowadays, an important goal is to achieve stable deformable objects during the process of power grasp. A
grasp and manipulation of objects whose attributes and geometric approach is adopted to derive a control law
deformation characteristics are not known a priori. In fact, decoupling the internal force control action from the object
deformable objects change their shapes during manipulation and dynamics. More recently, a new framework for grasping of
display a wide range of responses to applied interaction forces deformable parts in assembly lines was proposed by
because of their different physical properties. This is due to their Gopalakrishnan and Goldberg [15] based on form closure for
nonlinearity attributes and other uncertainties. In order to grasping deformable parts. In this framework a measure of
implement and evaluate the manipulative operations on grasp quality is defined based on balancing the potential
deformable objects by a robotic system, an object model is energy needed to release the part against the potential energy
indispensable to represent the elasticity and deformation that would result in plastic deformation.
characteristics during the physical interaction. For this purpose,
the modeling problem for ID and 2D deformable objects was B. Robotic Interaction Control with Deformable Objects
studied extensively as in [7, 8], based on mathematical In early robotic systems designed to manipulate deformable
representations of their internal physical behavior. In one of the objects, the problem of interaction control was solved mainly in
recent efforts, a finite element modeling technique was reported two different ways. The robotic system to handle deformable
in [9] where a model is developed to control the grasping and object was either designed based on force and grasp stability
manipulation of a deformable object based on internal force control [16], or force control versus deformation control [17].
requirements. In this model the object deformation is related to Mandal and Payandeh [16] proposed a control strategy based on
fingertip force, and based on impedance control of the end- PID control to maintain stable contact against a compliant ID
effector. surface. Meer and Rock [17] used impedance control to

Modeling of 3D deformable objects has not been widely manipulate flexible objects in 2D. Other attempts were reported,
addressed in literature so far. This results from its complexity such as the work of Shimoga and Goldenberg [18], to design
and the fact that a majority of researchers hope to tackle the systems with force control based on grasping with soft fingers.
simpler ID modeling problem before generalizing to a 3D Overall, these systems require explicit models of the object
modeling solution. Among the very few research efforts on 3D which include in-depth knowledge about mass/object dynamics
modeling is the pioneering work reported by Howard and Bekey and deformability, and therefore, complex force sensory system
[10] who developed a generalized solution to model and handle is required to measure the position and force of the object.
3D unknown deformable objects. The model used to represent Recent developments by Foresti and Pellegrino [19] focus on
the viscoelastic behavior is derived from dividing the object into automating the way of handling deformable objects using vision
a network of interconnected particles and springs according to techniques only. Their vision system worked along with a
Kelvin model. Then by using Newtonian equations, the particle hierarchical self-organizing neural network to select proper
motion is used to calculate the deformation characteristics based grasping points in 2D.
on neural networks. Other interesting methods for modeling 3D However, dexterous grasping and manipulation of a
deformable objects are based on probing the object to extract the deformable object must be performed robustly despite
deformation characteristics with the aid of vision. One of these uncertainties in the robot environment where deformable objects
methods was developed in [1 1] to acquire deformable models of are neither exactly located nor modeled. This leads to higher
elastic objects in an interactive simulation environment where an flexibility, and can improve speed and precision of the task
integrated robotic facility was designed to probe the deformable execution. A number of recent research efforts focus on



improving both the task quality and its range of feasibility by robot arm with a flexible tool in a form of a hose to perform the
using integrated vision and force based control schemes. In such contact process with the unknown 2D deformable object.
dexterous manipulation it is important to consider the difference V. DEXTEROUS END-EFFECTORS
between the way of handling rigid and deformable objects. V. deXtErs EnD-EffECTOrS
Among other things, this leads to a major distinction between the Dexterous end-effectors in form of multifingered gripper or
definitions of grasping and manipulation respectively [20]. anthropomorphic hand have crucial role to support manipulation
While the manipulation of a rigid object requires only the control of deformable objects. In order to meet the requirements
of its location, the manipulation of a deformable object requires imposed by the interaction with deformable objects, dexterous
controlling both the location of the object and its deformation. In hands must have a sufficient number of degrees of freedom and
the handling process of rigid objects, grasping and manipulation be equipped with tactile sensors on their fingertips and palm. A
can be performed independently. Grasping of a rigid object wide variety of dexterous robotic grippers/hands, both for
requires the control of grasping forces only, while manipulation technical use and as well as for humanoid robots, are already
of a freely moving rigid object results in the change of its available to researchers, and some even to commercial
position and orientation. On the other hand, grasping and applications. References [40] and [41] present some of the
manipulation interfere with each other in the handling of available state-of-the-art dexterous hands summarizing their
deformable objects. Grasping forces yield the deformation of a features and specifications. Examples of the commercially
deformable object, which may change the shape and location of available state-of-the-art dexterous hands include the Shadow
the object. Hence contact between fingers and the object may be Hand [42], the DLR-HIT Hand [43], and the Barrett Hand [44]
lost and grasping may be compromised due to the deformation at that have the potential to be mounted on a suitable manipulator
the fingertips. Therefore, in the handling of deformable objects, to develop an autonomous system for the purpose of handling
grasping and manipulation must be performed in a collaborative deformable objects. However, there are still important issues that
way. arise from the use and integration of such dexterous hands with

off-the-shelf robotic manipulators. The main one comes from the
C. Interaction under Combined Vision and Tactile Sensing fact that most robot arms commercially available do not offer an

The way of automating robotic manipulators to handle open architecture. Many newly developed dexterous hands also
deformable objects in an unknown configuration typically suffer from the same limitation, while their architecture, both
involves an initial exploratory action by vision sensors to guide mechanical and electronics, may not be suitable for a large range
the robot arm toward the object, then visual information must be of applications.
complemented by force/tactile measurements collected when a Beyond laboratory experiments, these dexterous hands
tactile probe or a dexterous hand comes in contact with the nowadays are expected to perform a wide range of applications
surface of the object. This supplementary data refines the in complex scenarios [45] and hence more sophisticated
knowledge about the position and orientation of the object and modeling and control schemes can be achieved using their
can provide an estimate of its elasticity or viscosity extended sensor information. However, the modeling and control
characteristics. All available information must be merged into a problem of dexterous hand has been solved in the literature in
coherent model in order to allow the tuning of the feedback general using simplified approaches based on heuristic rules
control loop that will guide the dexterous grasping and inferred from practical task execution. This is because of the
manipulation processes. Finally, tactile probing should continue mechanical model complexity and system nonlinearity which
during the operation using tactile sensors mounted at the makes the optimization problem mathematically difficult to
fingertips to provide the necessary tactile sensitivity and solve. The development of fundamental optimized dexterous
sufficient dexterity to perform skillful manipulations of the control method is explored by Yin et al. [36] within the
deformable objects which may be of irregular shape and framework of hybrid control scheme. Biagiotti et al. [37] solved
composition. Furthermore, visually monitoring of the task the problem based on impedance control with less mathematical
provides the necessary feedback to gauge how well the constraints.
manipulator performed the task, or if an error has occurred, such VI. PROPOSED FRAMEWORK
as slippage.

In recent efforts to solve this dual interaction control problem, It is noticeable that most of the control methods are applied to
Hirai et al. [20] developed a robust control law for manipulation manipulate 1D and 2D deformable objects. The study of how to
of 2D deformable parts using tactile and vision feedback to control a robot arm to handle a 3D deformable object still
control the motion of the deformable object with respect to the remains an open subject. An early attempt to produce
position of selected reference points. Following this positioning generalized approach for handling 3D deformable objects was
approach, multiple points on a deformable object are guided to reported by Howard and Bekey [10] using force sensors and
the final position. Another control method to cope with 2D stereoscopic vision. Their work was to learn robotic grasping
deformable objects was proposed by Huang et al. [21] that relies characteristics for deformable objects using neural networks by
on high speed visual detection and visual/force sensor fusion. In establishing a relationship between grasping force and material
an extension to their initial work [22], they also proposed a deformability in order to produce firm grasping forces. As a
stereovision based compliance control that enables a robot arm result, this work mainly addressed the modeling problem of 3D
to manipulate an unknown deformable object. In a later study deformable objects without attempting to solve the control
[23], a position/force hybrid control method that incorporates problem. Furthermore, the manipulation process conducted did
visual information with force control was introduced to enable a not involve any dexterity considerations. Howard and Bekey



investigated a collaborative grasping process that consisted of robot gripper [48]. Merging the data from these various sources
pushing against an object from two opposite ends using two of information, an enhanced 3D model of the deformable object
cooperative manipulators to lift the object vertically against the is computed that provides the object's characteristics about its
gravity. size, shape, elasticity and deformation behavior. In the final

In our current research work, a framework is being developed stage, the grasping and manipulation processes are performed.
that combines vision and tactile sensing to autonomously handle The grasping step is controlled by an efficient control scheme
3D deformable objects. The approach builds upon previous that uses tactile force feedback to refine the gripper fingertips
research on 3D probabilistic modeling [46] to combine robotic closure and enable safe and stable manipulation of the
range sensing and tactile/force probing. The vision data is deformable object by the robot arm.
obtained from a range sensor to locate the object in an unknown
environment and to guide the robot arm in proximity to the
object. Then a dexterous hand/gripper provides measurements to R dTa Feedback
determine the unknown object elasticity and deformation
characteristics, and hence forces/ moments for grasping are
calculated accordingly. The force/tactile sensors mounted on the G asdDOXWOUSManipuaion
robot arm and hand have a crucial role to refine the
pose/orientation of the hand/gripper and to ensure stability while l

N

performing the grasping process. It is expected that fusing calculations Cehrctetristisn
vision/touch information in the feedback loop can provide the IrIiI
necessary control law to allow on-line grasp planning and
dexterous manipulation in a more efficient and effective way
relaxing the time constraint spent on off-line learning, as in [10], FSi QUIlding
while overcoming the limitations of stereoscopic vision. The
combination of visual feedback and force/tactile probing can Task Sequencer
provide the necessary dexterity as well as the compliance and Coast andihati
robustness required to grasp and manipulate deformable objects.
This also coincides with the dexterity and robustness o

requirements reported in [20] and extended to the 3D case, Poiton
without the need for extensive analysis and detailed knowledge
about the object's elasticity characteristics. l

The modeling scheme used in this framework is based on the atin
development of enhanced 3D uncertainty maps generated bybyln
combining visual data with the object deformation characteristics p
collected by touch/probing under visual guidance. This scheme
strictly relies on experimental measurements and does not imply
any physical model of deformation characteristics. It provides all
necessary information about the relationship between the end- Fig 1. Block diagram of the proposed framework.
effector and the deformable obj ect. As such, the proposed
framework can be considered a 3D extension of the algorithms VII. CONCLUSION
in [21, 22, 23] although conducted in a different manner. The This paper reviews the major trends adopted in autonomous
point in common is that these algorithms can also perform the robotic interaction mainly guided by vision and force/tactile
manipulation without the need for a physical model. sensing over the last ten years. The review focuses on issues that

From an experimental point of view, the framework is are related or can be extended to 3D deformable objects
implemented in a sequential manner comprised of three stages manipulation. These aspects are essential to establish a novel
carried out in an automated setup, as shown in Fig. 1. At the first framework for the purpose of dexterous handling of 3D
stage, a pre-grasping process of the object is performed to guide deformable objects. The proposed framework builds upon an
the arm toward the deformable object using range vision sensor enhanced 3D probabilistic representation of deformable objects
and a probabilistic map indicating the location of the object in where visual information is combined with deformation
the environment. This map is first segmented using an original characteristics obtained via selective tactile probing. The
segmentation scheme introduced by Abou Merhy et al. [47]. As objective is to evolve the work of Howard and Bekey [10] by
a second stage, the end-effector is brought in close proximity to incorporating the control problem along with the modeling
the object to be manipulated. When the robot hand is in reach of aspect in order to solve the grasping and manipulation tasks on
the object, a preliminarily tactile probing process is initiated by 3D deformable objects.
taking measurements on selected sampling points [12] from
force/tactile sensors mounted on the robot arm and end-effector REFERENCES
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