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Abstract 
 
 
Civilization is relatively high level of cultural and technological development. The degree of 
civility of a society depends on the balance of the rights and privileges of individuals and groups 
that exist in the society (Durant, 1935).  Respect for the rights of others is the foundation of 
ethics (Ören, 2000).  In this article, ethical issues are studied for humans and for software agents. 
For individuals, sources of the respect for the rights of others are pointed out; they can be self-
initiated or externally imposed. Self-initiated respect can be based on personal and philosophical 
beliefs of civilized individuals.  Externally imposed respect for the rights of others can originate 
from religion, state, or society. In every society, customs, pressures, and regulations influence 
the behavior of the individuals. Codes of conduct may not be necessarily ethical.  In civilized 
societies, state guarantees the rights of the individuals by jurisdiction.  Ethical behavior –for 
humans as well as for software agents– can be sustained in proper (non corrupt) environments 
where protective mechanisms would exist. The role of such protective mechanisms in the 
assurance of the sustainability of civilized behavior is stressed.  In an era where software agents 
are and will be used more and more, mechanisms to monitor their behavior are needed to protect 
the benevolent agents to sustain the civilization of infohabitants. 
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1.  Ethics as a Basis for Sustainable Civilized Behavior for Humans 
 
Civilization has several aspects and definitions.  A classical perception is:  “Civilization is social 
order promoting cultural creation. Four elements constitute it: economic provision, political 
organization, moral traditions, and the pursuit of knowledge and the arts.” (Durant, 1935).  
According to Durant, the degree of civility of a society depends on the balance of the rights and 
privileges of individuals and groups that exist in the society.  The origin of respect for the rights 
of others as shown in Figure 1, was summarized by Ören (2000).   
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These include promoting ethics as the rising value in the society, educating (as opposed to mere 
training) the members of the society, enforcing legislation consistently, promoting professional 
ethical codes of conduct.  
 
2. Ethics as a Basis for Sustainable Civilized Behavior for Software Agents 
 
Software agents (IAP) are software modules that can work on behalf of humans, organizations, 
smart systems, and other agents. They have cognitive abilities such as autonomy (usually limited 
for the purpose of not creating havoc in software environments), perception, goal processing and 
goal-directed knowledge processing; and they can affect their knowledge environment –directly 
if their environment is purely software, or indirectly through actuators.  Software agents are 
already very important and promising for several application areas. 
 
2.1 Early studies 
 
Problems associated with software agents have been elaborated on since early 1990s. For 
example Croft (1997) starts his article with “agent abuses” and states that: “The evolution of 
Internet Agents, bred by commercial interests to produce the quick and the thorough, must be 
tempered by the necessity to respect the boundaries of the environment.” Etiquette is the conduct 
or procedure required by good breeding or prescribed by authority to be observed in social or 
official life (Merriam-Webster).  “Internet etiquette, which is often called netiquette, is similar to 
and often overlaps with ethical issues; however, netiquette is less a strict code of conduct and 
more an understanding of what constitutes good manners and electronic community 
expectations.”  (Hinchliffe, 1997). Netiquette applies both to humans as well as to software 
agents.  Several studies elaborate on Internet agent etiquette. Early netiquette studies for software 
agents concentrated on issues such as safety, tidiness, moderation, and vigilance. (Etzioni and 
Weld, 1994).  Safety:  The agent should not alter its environment in a destructive way. Tidiness: 
The agent should leave its environment as it found it. Moderation: The agent should limit its use 
of scarce resources. Vigilance: The agent should not perform user requests to generate 
detrimental consequences. Eichmann’s netiquette rules include identification, moderation, self 
monitoring, and information sharing (Eichmann, 1994). Identification: Agents must identify 
themselves. Moderation: Agents must not overload servers from which they request information. 
Information sharing:  Agents should share their information with others. 
 
Nwana (1996) categorized some issues that the society has to grapple with through various 
legislations. She categorized the issues as privacy, responsibility, and ethical issues. Privacy: 
Ensuring the anonymity of the user while an agent is working. However, this is in conflict with 
identification rule. Responsibility: The relinquished authority of the user to the software agent 
redefines user’s responsibility in several ways: responsibility to others (Is it the agent or its 
owner who will be responsible? What would it mean agent’s responsibility?)  Responsibility of 
the agent to its owner: What happens when an agent makes an agreement –unacceptable to its 
user- with another agent?  Legal issues: Most often, agents will be COTS (commercial off-the-
shelf) products with possible customization.  If an agent does not disclose some vital information 
for a through assessment of a situation, in other words, if an agent misguides another agent, who 
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will be responsible and/or accountable: the company which sells the agent and/or whoever does 
the customization of the agent.  
 
2.2  Contemporary concerns 
 
The players in the distributed and connected information systems are not limited to individuals 
and software agents, but include infohabitants in general. Infohabitants of the connected 
information systems include individuals, organisations, smart appliances, smart buildings, and 
other smart systems, as well as virtual entities acting on their behalf.  Hence their behavior are 
important for the sustainability of the overall system. The virtual entities acting on behalf of 
individuals and organisations are (or can be) implemented as software agents (and avatars). 
 
One of the projects of the Information Society Technologies Programme (IST) of the European 
Commission is Universal Information Ecosystems (UIE).  ALFEBIITE is a European 
multinational consortium focused on the development of “A logical framework for ethical 
behavior between infohabitants in the information trading economy of the universal information 
ecosystem.”  To assure reliability of communications, mechanistic procedures such as 
encryption, passwords, and firewalls are necessary but insufficient.  The ALFEBIITE consortium 
aims to supply enhanced reliability with formally specified, socially motivated, anthropomorphic 
relations, such as trust, authority, reputation, etc. Eymann et al. (2000) also elaborates on the 
need of trustworthy agents by elaborating on what they call “catallactic information systems.” 
Infohabitants are autonomous (or quasi-autonomous since each has to act within given 
constraints). Goals of the infohabitants can be unrelated or related.  Related goals can be 
harmonious, conflicting, or hostile. Harmonious relations are represented by holonic agents (or 
holons (Schillo et al), or cooperative agents). The aim for each holon is to reduce its autonomy, 
when need arise, to collectively achieve a goal. Conflicting relations are represented by self-
interested agents. The aim is to optimize an individual (local) utility. Problem arises when there 
is a conflict. In closed information systems, two possibilities exist: centralized and decentralized 
authorities can resolve conflicts by arbitration or by auctioning, respectively.  However, 
Universal Information Ecosystems are by definition very large heterogeneous dynamic 
information systems. Hence, decentralized conflict resolution mechanisms should exist to avoid 
collapse of the systems as well as attack of the self-interested agents from possible hostile 
behavior of other agents, including from other self-interested agents.  In harmonious and 
conflicting relations assurance of the trustworthiness of agents is of primordial importance.  
Hostile relations are represented by antagonistic agents. The aim is to harm: cripple or eliminate; 
the counter aim is to minimize the threat to a nuisance. Some examples are viruses, worms, and 
trojan horses. Infowar agents, including logical and time bombs, are for the electronic wars and 
may threaten civilizations by attacking civilian as well as military targets.  
 
Since agent technology is an important technology, a critical question is: “does blind trust 
ensures reliability of an agent system?” Accordingly, there has to be ways to monitor and/or limit  
the behavior of agents to assure that they don’t breach the rights of other agents. A recent study  
focuses on artificial moral agents (Allen et al, 2000). Fritz’ (2002) interest is to create a scientific 
ethics for artificial intelligent systems consistent with ethics applicable to humans. While 
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Internet is transforming into Universal Information Ecosystems, appropriate research and 
development of corresponding technology is paramount.  
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