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Abstract

BALIE\(^1\) is a multilingual text processing tool designed to support information extraction. In this paper we explain how we adapted it to work for the Romanian language. With this addition, the tool supports five languages: English, French, German, Spanish, and Romanian. The services offered by the tool are: language identification, tokenization, sentence boundary detection, and part-of-speech tagging. We also present evaluation and results for the four newly added components for the Romanian language (the RO-BALIE system).

1 Introduction

Multilingualism, once a major problem for many Natural Language Processing tasks, is now finding a solution in software available on the market. Tools that process and extract information from texts in different languages are developed to support automatic processing.

One of the tools that are able to extract basic information from an English, French, German, Spanish or Romanian text is BALIE (Nadeau, 2005)\(^1\). It is a Multilingual System, able to find and structure data from free-written texts. At the moment, it provides the following services:

- Language identification;
- Tokenization;
- Sentence boundary detection;
- Part-of-speech (POS) tagging.

A raw text processed by BALIE is transformed into a structured and rich list of tokens. See Appendix 1 for a short example. A longer example can be found at:

http://balie.sourceforge.net/sampleoutput.xml

The main difference between BALIE and other competing software that provide the same services (e.g., Gate\(^2\), Oak\(^3\) or MinorThird\(^4\)) is that BALIE is trainable. For each task, except for tokenization, BALIE uses machine learning techniques to learn from a sample corpus; no hand-written rules are needed. The learning process is done using machine learning techniques, provided by the Weka system (Witten and Frank, 2000). In fact, the multilingual capabilities of BALIE distinguish it from other software as well (most of the systems that provide the services mentioned above are only for one language, most often English and they might perform only one task).

Our system, RO-BALIE\(^5\), is an extension of BALIE. RO-BALIE adds services for the Romanian Language, and also contains improvements for all the languages in the system, regarding the low-level processing of texts and the way the system reads the input data. All files that BALIE and RO-BALIE use for training or testing must be in a UTF-8 encoding. The output of the system is richer in information than the original BALIE’s output; it

---

\(^1\) BALIE is a Java open-source software issued under the GNU General Public License. It is hosted by SourceForge and it is available at http://balie.sourceforge.net

\(^2\) http://gate.ac.uk

\(^3\) http://nlp.cs.nyu.edu/oak

\(^4\) http://minorthird.sourceforge.net

\(^5\) RO-BALIE is available for download at http://www.site.uottawa.ca/~oefrunza/RO-Balie/RO-Balie.html

* Part of the Copyright of this paper is held by the National Research Council Canada.
includes the guessed language, the number of tokens in the file and the number of each sentence. See Appendix 2 for an example of a short Romanian text.

The next sections of the paper will focus on describing each of the four modules for Romanian Language, with evaluation of their performance. For discussion about the same modules in BALIE’s original languages (no evaluation results yet), refer to Nadeau (2005).

2 Language Identification

The language identification task is thought to be a solved problem. There are a lot of tools, some available online, some commercial, that give very good results. The Lextech Language Identifier\(^6\) system supports 260 languages in different character encodings, with an accuracy of almost 100% for texts of minimum 250 characters. The system will also give as a result the name of the languages that are most similar with the one that it was guessed. The method that they used is not mentioned and neither is the size of the training files.

Takei and Sogukpainar (2004) built a system that uses unigram frequencies for classifying 4 languages. They reported a 98% accuracy using a cosine vector comparison. No information about the size of the documents is provided.

BALIE deals with this task from a machine learning point of view, creating a Language Model for each of the supported languages. For each language, we used a corpus (approximately 50 files, several pages long) for training and around 28 files for testing. The learning process is done using n-grams (sequences of n characters). For now, we used bigrams and unigram frequencies.

The language identification module of our system is based on the work of Beesley (1999). We used a Naïve Bayes classifier. BALIE guesses the language of a tested text as being the language that has the highest probability. It will also provide the probability values for all languages.

The formula that the Naïve Bayes classifier uses to determine the probability of a new text being in one of the languages supported by the system is:

\[
P(H \mid E) = P(E_1 \mid H) P(E_2 \mid H) \cdots P(E_n \mid H) / P(E)
\]

Where H is the hypothesis, one of the classes (one of the languages) and E is the set of attributes \(E_1, E_2, \ldots, E_n\) used in the classification.

Based on this formula the system will predict the guessed language as the language that has the highest probability.

Integrating a new language to BALIE will require a corpus of files for the new language. A Romance East–European language, with a Slavic influence, Romanian is not a very easy language to learn. Romanian is in a way similar to Spanish, Italian, and French, and a language identification process on a short text can be easily “fooled” if not using the right features. Even though there are special diacritics in the alphabet of the Romanian language, we cannot rely only on them for Language Identification. What if there is a quote in an English sentence that uses only one word from the Romanian language that has a special character? This problem can appear in any other language that has specific characters. Also, special characters might not be used in a given text, that is, the texts are written without the diacritics for the special characters. For Romanian this happens frequently.

The training corpus for the Romanian Language contains texts from different fields (literature, history, science, medicine, etc.) collected from the Web. Some of the files have the characters with Romanian diacritics, while some do not.

2.1 Evaluation and Results

We evaluated BALIE on a set of 137 files of sizes from 0.8 MB to 73 MB with an average of 28 files per language. Table 1 presents the results of the classification between the five languages supported by the system.

The overall accuracy of the Language Identification task is: 99.25%. The result can be improved.

\(^6\)http://www.languageidentifier.com
by adding new training files to each language and trying different parameters for the n-grams and for the buffer size (the system uses a memory buffer to store the most frequent n-grams). Taking into consideration that BALIE is a Java system, the memory can be an issue.

The mistake that the system did in the above experiment is between two languages that are close: French and Romanian. The French file that is classified as Romanian does not have any French specific characters.

The market for the Language Identification tools is well-developed, but most of tools are commercial and are not able to perform other tasks than identifying the language of a text. BALIE is a system that provides the basic information needed for various natural language processing tasks.

3 Tokenization

Tokenization is the task of splitting a text into its token components and is an important task for any system that deals with texts. Discussions and debates on the way this task should be performed can be found for any language. Some examples of common choices are: to separate the English possessive mark from the main word; to handle the French word aujourd'hui differently than other words with apostrophe; to split German agglutinative words; to handle the hyphen in pronoun-verb inversions for French and Romanian, etc.

For the Romanian language, one issue on the tokenization is splitting or not on the dash. For example “socio-economic” should be considered two distinct tokens or just a single one? Since at this stage RO-BALIE does not deal with compounds and named entities recognition, we decided to split each compound token based on the “-“. This way the compound word “socio-economic” will be transformed into three tokens. While there is room for debate if some words should be split on the dash, when it comes to pronoun-verb inversion, e.g., iat-o, the decision of splitting is the correct one to take, since the pronoun “o” is a token with a different part-of-speech. We also decided to split tokens in Romanian texts based on the slash mark. A token like “25/455” will be split into 25 / 455.

For all the languages in the system, the first basic rule of splitting the tokens of a text is based on the space characters. The way to split the internal punctuation from words is a relevant part of this task. The system treats as separate tokens the leading and trailing punctuation. For example “(informatie)” will be split into five tokens: “, (, informatie, ) and ”.

3.1 Evaluation and Results

To measure the performance of the RO-BALIE system on the tokenization task, we used a text of 904 tokens, from a Romanian newspaper.

<table>
<thead>
<tr>
<th>Tokens</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>904</td>
<td>99.5%</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

Most of the errors were due to the noise in the data. For example “PRM.Cel” was considered a single token since there was no space between the period, mark of the end of the sentence and the beginning of the next sentence that started with “Cel”.

It is easy to add more tokenization rules to the system, to improve the results, and to tune the tokenization in the manner needed for a particular task.

In future work we plan to learn the tokenization rules from a sample tokenized corpus; this way the system will be totally trainable.

4 Sentence Boundary Detection (SBD)

Determining the sentence boundaries in a text is an important task for many Natural Language Processing systems –machine translation, parsing, information extraction, summarization, etc. The performance of any of these applications can be improved if an accurate SBD system is used.

One of the best systems that perform the task of sentence detection is Palmer and Hearst’s (1997) system. They report 98.5% and 98.9% accuracy on the Wall Street Journal (WSJ). Their system uses the context to determine a potential sentence mark (the POS tags of six words before the potential mark and six words after it).

Grefenstette and Tapanainen (1994) built a system that uses regular expressions and a list of the most frequent abbreviations. An accuracy of 99.7% was established for sentences that end in period.

Mikheev (2000) reported a 0.25% error rate on the Brown corpus and a 0.39% error rate on WSJ
with a system that uses the POS tags of the potential token and the two POS of the previous tokens.

A system that does not use the POS of the tokens is the one of Reynar and Ratnaparkhi (1997), based on a Maximum Entropy model. The model obtained an accuracy of 98.8% on the WSJ.

The Bondec system (Wang and Huang, 2003) incorporates a rule-based system with an 86.81% F-measure a Hidden Markov Model with a 92.92% F-measure, and a Maximum Entropy model with a 98.38% F-measure.

RO-BALIE (the same as BALIE) is a system that learns the SBD task. For the training part, we used a small corpus of 106 hand-tagged English sentences. We used the WEKA tool with J48 (Decision Tree) classifier. Our system does not need the POS of the words in the context from which we are performing the learning task.

RO-BALIE uses the following information from the context as features for the WEKA classifier:

- the token that is the beginning of the sentence;
- the previous token of the candidate sentence boundary;
- the candidate for the sentence boundary;
- the next token after the candidate.

The values that can be assigned to the features are:

- Period
- Period Like (? and !)
- Open Quote
- Close Quote
- Other Punctuation
- New Line
- New Line with all the tokens in the previous sentence in capital letter
- Capital word
- Digit
- Abbreviation
- Other word
- Null

Based on the selected features and on the possible values that can be assigned, the classifier will decide, using the learned model, if the candidate token is a sentence boundary or not.

Our system needs a list of abbreviation specific to each language. RO-BALIE uses a list of 510 abbreviations for Romanian. This number is not a small one, compared to the abbreviation lists for the other languages in BALIE and also compared to other systems for different languages that use similar types of lists (around 250-300 abbreviations for the English language).

The user can adjust the numbers of features (more context tokens), as well as the values of the features in order to increase the performance of the task.

4.1 Evaluation and Results

We evaluated the performance of our SBD module on the Orwell’s 1984 novel, both on English and on Romanian, from the MULTTEXT-EAST project (Erjavec et al., 1996). The learning process was done using the English text only, and the evaluation was done on the two languages, because we wanted to see how well the knowledge transfer performs.

Table 3. Sentence Boundary Detection results

<table>
<thead>
<tr>
<th>Text</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romanian</td>
<td>97%</td>
<td>92%</td>
<td>71%</td>
</tr>
<tr>
<td>English</td>
<td>97.5%</td>
<td>96.5%</td>
<td>82%</td>
</tr>
</tbody>
</table>

The results in Table 3 show for the SBD task are worse for the Romanian part of aligned corpus. In order to improve the performance, in future work we plan to train the SBD task for Romanian, rather than using the one trained for English.

The performance can be also be improved by training on a bigger corpus since the corpus that we used was really small.

5 Part-of-Speech Tagging

Knowing the part of speech of the words in a text is important for many NLP systems. Some of the most commonly used POS taggers are: the Brill Tagger (a transformation-based rule tagger) (Brill, 1992), and the TreeTagger (probabilistic) (Schmid, 1994). Most of the taggers that are available are only for English texts.

Our system uses the language-independent probabilistic tagger QTAG. The corpus that we used for training QTAG is the ROCO corpus, a collection of 40 million words of newspaper arti-
icles from a Romanian newspaper, collected on the Web over a three years period (1999-2002). The corpus was tokenized and part-of-speech tagged with the RACAI’s tools (Tufis, 1999). It is estimated that the annotations are 98% accurate. The corpus also has named entities tagged, e.g., 1_aprilie_1999/Y, Evenimentul_Zilei_Online/NP.

To be able to perform the training part of the QTAG system, a preprocessing of the corpus was needed. We decided to split each compound-tagged token into the constituent tokens, and then assign the correct POS for each one. For example “1_aprilie_1999/Y” becomes “1 M aprilie NN 1999 M”.

RO-BALIE has a tagset of 14 tags for POSs and 30 tags for punctuations. To be able to use the corpus we also had to map the tagset that ROCO has to the tagset that our system uses.

Some of the tags that RO-BALIE uses are:
- Noun NN
- Adjective ADJ
- Verb VB
- Adverb ADV
- Particle PART
- Pronoun PR
- Number NO
- Preposition PREP
- Open Bracket OP
- Dash DS
- Slash SL
- ………..

The number of part-of-speech tags that the system uses is not very big, but it captures the main information needed by most of the NLP tasks. BALIE’s tagset is the same for all five languages. Each language will map the tags from the original training corpus to the one that the system uses. The number of the tags is also adjustable, and the user can add as many tags as she/he wishes in order to perform the task as accurate as possible.

5.1 Evaluation and Results

We were able to train the tagger on a corpus of 25 million words (from the ROCO corpus) with a system that has 1.5G memory. Due to the memory limitations and long running time, we could not test on this model. We trained a model on 2.5 million words.

We performed the evaluation of the tagger on a Romanian file containing only 13,425 tokens from the ROCO corpus, due to the same issue of memory and Java/QTAG limitations.

<table>
<thead>
<tr>
<th>Train Corpus</th>
<th>Test Corpus</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 mil words</td>
<td>13,425 words</td>
<td>95.3%</td>
</tr>
</tbody>
</table>

Tufis and Mason (1998) reported an accuracy of the QTAG tagger for the Romanian part of the translated 1984 novel of 97.82%, and for The Republic novel 96.10%. The novels have each of them around 100,000 words. They performed the training task on 90% (90,000 words) of the corpus and reported the results on the other 10% (10,000 words). Their system was specially designed and adapted for Romanian language using a tag set of 79 tags for parts-of-speech and 10 tags for punctuation.

The results that we had for our part-of-speech task are a bit more modest. This could be due to our smaller tagset and to the fact that our large training corpus is not 100% accurate.

We also ran experiments on the Orwell’s 1984 novel, in order to have a more accurate training set. We trained the tagger on 90% of the corpus and tested on 10%; we obtained 91.5% accuracy. The different result compared to Tufis and Mason (1998) could again be caused by the different tagset.

In future work we plan to train the tagger to tag with both the original tagset of the ROCO corpus and BALIE’s reduced tagset.

6 Related Work for Romanian

There is a considerable amount of research done toward the automatic processing of Romanian language. We highlight here some of the main directions. Some of these research projects were implemented in the context of multilingual projects, such as MULTEXT-East (Erjavec, 2004) (Erjavec et al., 1996).

Several papers present morphological analyzers for Romanian (Tufis 1997) (Vuscan 1997). They were applied to spell checkers (Peev et al., 1997) (Cojocaru, 1997) and to morphological taggers (Mason and Tufis, 1997) (Tufis, 1999).

Cucerzan and Yarowsky (2002) present a part-of-speech tagger for Romanian built by knowledge induction: it projects part-of-speech tags of English...
word to Romanian words by using a bilingual dictionary and other resources.

A Romanian wordnet was constructed as part of the BalkaNet project (Tufis, 2004). Other applications for Romanian include: word sense disambiguation (Mihalcea et al., 2004) (Serban and Tatar, 2003) (Ide et al., 2001), named entity recognition (Hamza et al., 2003), text-to-speech synthesis (Ferencz et al., 1998), and speech recognition (Boldea et al., 1996).

The tools we present in this paper include a part-of-speech tagger for Romanian based on QTAG, similarly to (Mason and Tufis, 1997). The difference is that the tagset of Mason and Tufis is much more fine-grained. Our tool also makes available the pre-processing modules: the tokenizer and the sentence boundary detector. Unlike most of the related work, our tool is easily available for download, and moreover it is open source. This means that its modules can be modified or replaced with other modules customized for particular applications. Another advantage is that the tool is multilingual (English, French, Spanish, German, and Romanian, for now). For example, if a document contains paragraphs in several languages, the language identification modules can be used to identify the language and then call the right part-of-speech tagger.

7 Conclusion and Future Work

We presented RO-BALIE, an extension of a multilingual system to include text processing services for the Romanian Language. We presented evaluation results for each module.

In future work we plan to modify the tokenization module to be able to learn rules from a tokenized corpus, rather than formulating the rules manually.

We also plan to expand the tool with new services (for all the languages in the system), starting with morphological analysis and named entity recognition. We are trying to add as much specific information as possible for each language separately in order to be able to perform better on each task.
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Appendix 1 A short example of BALIE’s output for the input text 1. Introduction, expressed in XML

<?xml version="1.0" ?>
<balie>
<tokenList>
<s>
<token type="2" pos="number" canon="1">1</token>
<token type="1" pos="period" canon=".">.</token>
<token type="2" pos="noun" canon="introduction">Introduction</token>
</s>
</tokenList>
</balie>

Appendix 2 A short example of RO-BALIE’s output for the input text Apel tirziu si inutil NISTORESCU.

<?xml version="1.0" ?>
<balie>
<Language ID="Romanian">
<tokenList>
<Tokens Count="896">
<s id="1">
<token type="2" pos="NN" canon="apel">Apel</token>
<token type="2" pos="ADV" canon="tirziu">tirziu</token>
<token type="2" pos="CJ" canon="si">si</token>
<token type="2" pos="NN" canon="inutil">inutil</token>
<token type="2" pos="PN" canon="nistorescu">NISTORESCU</token>
<token type="1" pos="PER" canon=".">.</token>
</s>
</Tokens>
</tokenList>
</Language>
</balie>

Note:
Token type =1 for punctuation
Token type =2 for words
Canonical form is only the lowercase of the word.
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