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ABSTRACT

We study the equilibria of non-atomic congestion games in which there are two types of players: rational players, who seek to minimize their own delay, and malicious players, who seek to maximize the average delay experienced by the rational players. We study the existence of pure and mixed Nash equilibria for these games, and we seek to quantify the impact of the malicious players on the equilibrium. One counterintuitive phenomenon which we demonstrate is the “windfall of malice”: paradoxically, when a myopically malicious player gains control of a fraction of the flow, the new equilibrium may be more favorable for the remaining rational players than the previous equilibrium.
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1. INTRODUCTION

Game Theory is the study of strategic behavior of rational agents. Described this way, Game Theory sounds a little unrealistic, because much of what is going on in the real world is, intuitively, irrational. The standard game-theoretic response to this line of criticism is that what we intuitively call “irrational agents” are just rational players with very strange utility functions. This is a reasonable retort when it refers to generic games. However, much work in Game Theory, and especially in the interface between Game Theory, Networking, and Computation, is about standard types of games — such as auctions, congestion games, facility location games, network creation games, etc. Many of these are studied with the explicit ambition to apply the results to the real world. Since the utilities of these games cannot be arbitrarily “strange,” the original criticism stands.

In this paper we model one type of what is usually meant by “irrationality” in the above argument, namely malicious players. We define malicious players in the context of a particular symmetric game; suppose that, in an $n$-player symmetric game, the utilities of $m < n$ players, henceforth called malicious, change from the common utility shared by all players to the negative sum of the utilities of the $n - m$ non-malicious players. We are interested in the effect such change has on the quality as well as nature (pure versus mixed) of the game’s Nash equilibria. We define the price of malice to be the relative deterioration of the sum of the utilities of the non-malicious players when the remaining players turn malicious.

That malice has a price is not very surprising; what is somewhat unexpected is that this price can be negative, and malicious players may improve system performance, intuitively because their presence may incentivize the other players to forego antisocial selfish behavior. For example, consider a version of the prisoner’s dilemma with three players and three strategies: collaborate, defect, and inspect. When a player inspects, her own utility is negative, but that of any defecting player deteriorates as well. It is easy to see that the numbers can be set in such a way that, if any of the three players turns malicious (and therefore inspects, sacrificing her own well-being in order to hurt the others), then the other players end up collaborating at equilibrium, for a net increase in their sum of utilities — in fact, a relative increase that can be arbitrarily high.

We study the effects of malicious agents on non-atomic congestion games [13]. In such games a continuum of players, comprising a flow of some specified value $v$, choose routes in a network with a single source and sink whose edges have load-dependent delays. It is known that such a game has a pure Nash equilibrium with equal delays for all; the quality of this equilibrium (compared to the “social optimum” minimum delay flow) has been studied extensively...
But suppose instead that some fraction of the flow becomes controlled by a malicious player whose utility is the total delay by each of the other players. Does this new game have a pure Nash equilibrium? And, if it does, how does it compare with the equilibrium with $\mu = 0$ (no malicious player)? We define the price of malice to be the limit of this deterioration per unit of malicious flow, as $\mu$ goes to zero.

If flows are allowed to contain cycles (and therefore a malicious player can make loads arbitrarily high by going around in circles indefinitely), then it is easy to construct situations in which a malicious player can wreak havoc on a network (strictly speaking, such situations do not have a Nash equilibrium, and so we cannot speak of a price of malice). We show (Theorem 2) that even in acyclic networks the price of malice can be significant; upper bounding the price of malice by the network parameters (such as the number of edges and the “relative slope” of the delays) is an important open problem.

Perhaps the heaviest price of malice may be the fact that the presence of a malicious player upsets the Nash equilibrium regime of congestion games. Ordinarily, congestion games are known to always have a pure Nash equilibrium. In contrast, in Section 4 we notice that, in the presence of a malicious player, pure Nash equilibria may not exist. However, we prove two compensating results: First, there is always a “semi-pure” Nash equilibrium, in which only the malicious player mixes strategies. Second, if the delays are weakly concave (and in particular if they are linear) then pure Nash equilibria exist. The existence proofs rely on Kakutani’s Fixed Point Theorem and Prokhorov’s Theorem, two powerful results that we have not seen before applied in the context of congestion games.

1.1 Related work

Several recent papers have considered agents that are not acting rationally, and while the general philosophical direction of our work is somewhat similar to these works, there are still significant differences between our work and the papers we describe below.

Two papers [7, 2] consider auctions with agents that derive utility from the disutility of others, and present similar results. Both papers derive symmetric Bayes Nash equilibria for spiteful agents in 1st-price and 2nd-price sealed bid auctions. A spiteful agent’s value for an outcome is a convex combination of his own original profit and the total loss of the other agents (taken with coefficient $\alpha$, the spite coefficient). The papers consider the equilibrium when all agents are spiteful with the same coefficient (unlike in our model in which only a small fraction of the flow is controlled by a malicious player, and this player is purely malicious, i.e. spiteful with coefficient 1). Interestingly they show that the revenue equivalence between second-price and first-price auctions breaks down with spiteful agents, with second-price outperforming first-price.

Eliaz [3] considers the problem of implementation when some agents are faulty, playing an arbitrary strategy, possibly in a malicious way. The paper presents a solution concept to allow implementation in case that up to $k$ agents are faulty, but neither their identity nor their exact number are known. Unlike our model (which assumes that a malicious player will choose a strategy that maximizes the combined discontent of the non-malicious players, given the strategic choices of all other players) the non-rational agents in their model can play arbitrarily and the paper focuses on implementation issues, while we focus on quantifying the implications of malice on given systems.

Closest to our work is the paper by Moscibroda et al. [8] which aims to study the implications of malicious behavior on systems consisting of selfish agents. The paper presents a concept of Price of Malice and says “The Price of Malice is a ratio that expresses how much the presence of malicious players deteriorates the social welfare of a system consisting of selfish players.”. Yet, there are many differences between this paper and ours. Important differences exist in the definition of equilibrium in the presence of malice and the definition of the Price of Malice. First, selfish players in their game are extremely risk averse and basically each one perceives the malicious agents as if they are all attacking him or her. Second, the definition of the Price of Malice is very different, as they look at the ratio between two different worst-case ratios (the price of anarchy with $b$ malicious agents and with 0 malicious agents) even though those worst-case ratios may arise on different problem instances. Instead of this type of indirect comparison, we directly compare the outcome of games with a mixture of rational and malicious agents to the outcome with only rational agents.

2. THE PRICE OF MALICE

2.1 Definitions

2.1.1 Non-atomic congestion games

The following definitions are standard from the theory of congestion games, e.g. [11], and readers familiar with this material are encouraged to proceed to Section 2.1.2. We use $\mathbb{R}_+$ to denote the set of non-negative real numbers.

Definition 1 (Congestion Game). A symmetric non-atomic congestion game (henceforth, simply called a “congestion game”) is specified by an ordered quadruple $G = (E, \bar{\ell}, \Pi, v)$, whose components are called:
the edge set $E$, a finite set;

- the vector of latency functions $\ell$, a function from $\mathbb{R}_+$ to the vector space $\mathbb{R}^E$; for $e \in E$, the $e$-th component of $\ell$ is denoted by $\ell_e$, and is a non-decreasing function from $\mathbb{R}_+$ to $\mathbb{R}_+$;

- the path set $\Pi$, a subset of $2^E$; and

- the flow value $v$, a non-negative real number which we will sometimes denote by $v(\mathcal{F})$.

If $E$ is the edge set of a (directed or undirected) graph $G$, and $\Pi$ is a set of paths in $G$, then we call $\mathcal{F}$ a network congestion game. We will use the terminology “edge” and “path” in describing abstract congestion games, though in the general case we do not expect $E$ to be interpreted as a set of edges of a graph nor $P$ as a set of paths in a graph.

**Definition 2 (Flow).** A flow in a congestion game $\mathcal{F}$ is a function $f$ from $\Pi$ to $\mathbb{R}_+$. (One interprets $f(P)$ as the amount of flow using path $P$.) The flow value is $v(f) = \sum_{P \in \Pi} f(P)$. The set of all flows in $\mathcal{F}$ is denoted by $F(\mathcal{F})$. The set of all flows whose flow value is equal to some number $w$ is denoted by $F(\mathcal{F}, w)$. The set $F(\mathcal{F}, w)$ is compact, convex set (in fact, a convex polytope) in $\mathbb{R}^\Pi$. We will abbreviate $F(\mathcal{F}, w)$ to $F$ when $\mathcal{F}, w$ are understood from context.

**Definition 3 (Cost).** If $f$ is a flow, the load on an edge $e \in E$ is

$$x_e(f) = \sum_{P \in \Pi : e \in P} f(P).$$

The delay on a path $P \in \Pi$ is

$$L(P) = \sum_{e \in P} \ell_e(x_e(f)).$$

The cost of $f$ is

$$C(f) = \sum_{P \in \Pi} f(P) L(P) = \sum_{e \in E} x_e(f) \ell_e(x_e(f)).$$

**Definition 4 (Nash flow).** If $f$ is a flow, the set of best responses to $f$ is the set $\arg\min_{P \in \Pi} L(P)$. A flow $f$ in a congestion game $\mathcal{F}$ is a Nash flow if $v(f) = v(\mathcal{F})$ and every path $P \in \Pi$ which satisfies $f(P) > 0$ is a best response to $f$. The Nash cost and Nash delay of $\mathcal{F}$, denoted by $C(\mathcal{F})$ and $D(\mathcal{F})$, are the quantities $C(f)$ and $D(f) = C(f)/v(\mathcal{F})$, respectively, where $f$ is any Nash flow of $\mathcal{F}$. We will see in Proposition 1 below that $C(\mathcal{F})$ and $D(\mathcal{F})$ do not depend on the choice of the Nash flow $f$.

**Definition 5 (Potential function).** For a congestion game $\mathcal{F}$, the potential function $\Phi(\mathcal{F})$ (denoted simply by $\Phi$ when the game $\mathcal{F}$ is understood from context) is a real-valued function on $F(\mathcal{F})$ defined by

$$\Phi(\mathcal{F})(f) = \int_0^{x_e(f)} \ell_e(y) dy.$$

The following standard facts about the potential function will be useful to us.

**Proposition 1 ([13]).** The potential function $\Phi = \Phi(\mathcal{F})$ is a convex function on $F(\mathcal{F})$. It is strictly convex if all of the latency functions $\ell_e$ are strictly increasing. For a flow $f$ of value $v(\mathcal{F})$, the following are equivalent:

1. $f$ is a local minimum of $\Phi$.
2. $f$ is a global minimum of $\Phi$.
3. $f$ is a Nash flow.

Moreover, for any two Nash flows $f, \tilde{f}$ we have $C(f) = C(\tilde{f})$, and furthermore the Nash delay $D(f)$ is equal to the delay $L(P)$ on any path $P \in \Pi$ satisfying $f(P) > 0$.

### 2.1.2 Congestion games with malicious players

**Definition 6 (Malicious player).** A congestion game with a malicious player is specified by a congestion game $\mathcal{F}$ together with a real number $w(\mathcal{F})$ satisfying $0 \leq w(\mathcal{F}) \leq v(\mathcal{F})$. We interpret $w(\mathcal{F})$ as the amount of flow controlled by the malicious player.

When the malicious player routes its flow using a particular (possibly randomized) flow $g$, the remaining flow (controlled by the rational players) is, in effect, participating in a modified congestion game whose latency functions have been changed to reflect the load imposed by the malicious player. We now define this notion precisely.

**Definition 7 (Induced game).** Let $\mathcal{F} = (E, \ell, \Pi, v)$ be a congestion game with a malicious player, $w = w(\mathcal{F})$, and $\gamma$ a probability measure on $F(\mathcal{F}, w)$. The induced latency function $\ell_e^\gamma$ on an edge $e$ is defined by

$$\ell_e^\gamma(x) = \mathbb{E}(\ell_e(x + x_e(g))),$$

where $g$ is a random sample from the distribution $\gamma$. The induced game $\mathcal{F}^\gamma$ is the congestion game $(E, \tilde{\ell}, \Pi, v - w)$. If $f$ is a flow in $\mathcal{F}$, the induced cost $C^\gamma(f)$ is the cost of $f$ in the induced game $\mathcal{F}^\gamma$. When $\gamma$ is a point mass concentrated on a single flow $g \in F(\mathcal{F}, w)$, we will use the notation $\mathcal{F}^\gamma$ (resp. $C^\gamma, \ell_e^\gamma$) to mean the same thing as $\mathcal{F}^\gamma$ (resp. $C^\gamma, \ell_e^\gamma$).

**Definition 8 (Malicious best response).** If $f$ is a flow in $\mathcal{F}$, the set of malicious best responses to $f$ is the set

$$\text{MBR}(f) = \arg\max_{P \in F(\mathcal{F}, w)} C^\gamma(f).$$

A probability measure on $F(\mathcal{F}, w)$ is a malicious best response to $f$ if it is supported on the set $\text{MBR}(f)$.

We are now in a position to define the equilibria of a congestion game with a malicious player. Intuitively, a pair of flows $(f, g)$ — with $f$ representing the rational players and $g$ representing the malicious player — is an equilibrium if none of the rational players can unilaterally improve their delay by switching to a different path, and if the malicious player cannot inflict greater damage on the rational players by shifting from $g$ to some other flow. In order to guarantee the existence of equilibria, it is necessary to allow the malicious player to use a mixed strategy, i.e. to sample a random flow from $F(\mathcal{F}, w)$. Thus an equilibrium is actually a pair $(f, \gamma)$ where $f$ is a flow of value $v - w$ and $\gamma$ is a distribution on the set of flows of value $w$.

**Definition 9 (Equilibrium).** If $\mathcal{F}$ is a congestion game with a malicious player and $w = w(\mathcal{F})$ is the amount of malicious flow, then an equilibrium of $\mathcal{F}$ is an ordered pair $(f, \gamma)$ such that $f$ is a Nash flow in the induced game $\mathcal{F}^\gamma$, and $\gamma$ is a malicious best response to $f$. An equilibrium is pure if $\gamma$ is a point mass concentrated on a single flow $g \in F(\mathcal{F}, w)$.
Definition 10 (Nash delay). Let $\mathcal{G}$ be a congestion game with a malicious player, $w = w(\mathcal{G})$, and $E$ the set of equilibria of $\mathcal{G}$. The Nash delay $D(\mathcal{G}, w)$ is defined to be the supremum of the set \( \{ C^*(f)/v(f) \mid (f, g) \in E \} \).

Note that, in order for $D(\mathcal{G}, w)$ to be well-defined, it must be the case that the set of equilibria of $\mathcal{G}$ (with $w$ units of malicious flow) is nonempty. We will see in Section 4 that this is indeed the case. For a congestion game $\mathcal{G}$ with flow value $v = v(\mathcal{G})$, the price of malice measures the rate at which the Nash delay deteriorates as a small fraction of the flow comes under the control of a malicious player.

Definition 11 (Price of Malice). The price of malice, $\text{POM}(\mathcal{G})$, is defined by
\[
\text{POM}(\mathcal{G}) = \lim_{\varepsilon \to 0} \frac{D(\mathcal{G}, \varepsilon v) - D(\mathcal{G})}{\varepsilon D(\mathcal{G})}
\]
when the limit exists.

Note that the price of malice quantifies the first order effect of a small fraction of malicious flow. Clearly one can change the definition to capture lower order effects (for example an $O(\varepsilon^2)$ increase in relative delay).

A counterintuitive phenomenon which we will explore later in this paper is the windfall of malice, whereby the presence of a malicious player in the game actually improves the delay experienced by the rational players. We say that a game exhibits windfall of malice if it has a negative price of malice.

2.2 A differential criterion for equilibrium

It is useful to relate the definition of a malicious best response given above (Definition 8) to a criterion which is based on the derivatives of the latency functions, and which says that the malicious player’s flow should be distributed on paths which maximize the marginal cost (to the rational players) per unit of flow. Throughout this section we assume that $\mathcal{G}$ is a congestion game with differentiable latency functions.

Definition 12 (Differential MBR). Let $\mathcal{G}$ be a congestion game with differentiable latency functions. Consider any two flows $f, g \in F(\mathcal{G})$. We say that $g$ is a differential malicious best response (DMBR) to $f$ if for every two paths $P, P' \in \Pi$ such that $g(P) > 0$, we have
\[
\sum_{e \in P} x_e(f) \ell'_e(x_e(f) + x_e(g)) \geq \sum_{e \in P'} x_e(f) \ell'_e(x_e(f) + x_e(g)).
\]

This definition is closely related to the definition of malicious best response implied by equation (9) in [6]. Indeed, we will see that being a DMBR to $f$ is always a necessary condition for being a malicious best response to $f$, and that when the latency functions are concave it is also a sufficient condition. Thus our definition of malicious best response (hence also our definition of equilibrium) is equivalent to the definition given by Karakostas and Viglas [6] in the special case when latency functions are concave.

Lemma 1. Every malicious best response to $f$ is a DMBR to $f$.

Proof. Let $g$ be a malicious best response to $f$, and let $P, P' \in \Pi$ be two paths such that $g(P) > 0$. For $t \geq 0$, consider the flow $g^{(t)}$ defined by
\[
g^{(t)}(Q) = \begin{cases} 
    g(Q) & \text{if } Q \neq P, P' \\
    g(Q) - t & \text{if } Q = P \\
    g(Q) + t & \text{if } Q = P'
\end{cases}
\]
If $w = v(g)$ then $g^{(t)} \in F(\mathcal{G}, w)$ for $t \in [0, g(P)]$. Since $g \in \arg\max_{h \in F(\mathcal{G}, w)} C^*(f)$ we have
\[
\frac{d}{dt} \left( C^*(f) \right)_{t=0} \leq 0.
\]
The left side is equal to $\sum_{e \in E} x_e(f) \ell'_e(x_e(f) + x_e(g)) - \sum_{e \in F} x_e(f) \ell'_e(x_e(f) + x_e(g))$.

Lemma 2. If $g$ is a DMBR to $f$, then for every flow $h$ of value $v(g)$,
\[
\sum_{e \in E} x_e(f) \ell'_e(x_e(f) + x_e(g)) [x_e(g) - x_e(h)] \geq 0.
\]

Proof. For any path $P$, define $B(P)$ to be the sum
\[
B(P) = \sum_{e \in P} x_e(f) \ell'_e(x_e(f) + x_e(g)).
\]
The left side of (2) is equal to $\sum_{P \in \Pi} \{ g(P) - h(P) \} B(P)$. Hence (2) is equivalent to
\[
\sum_{P \in \Pi} g(P) B(P) \geq \sum_{P \in \Pi} h(P) B(P). \tag{3}
\]
If $M = \max_{P \in \Pi} B(P)$ then by the definition of a DMBR, we have $B(P) = M$ for every path $P$ such that $g(P) > 0$; hence the left side of (3) is equal to $v(g) \cdot M$. Similarly the right side is bounded above by $v(g) \cdot M$.

Theorem 1. Assume that $\mathcal{G}$ is a congestion game with malicious players and for every edge $e$, $\ell_e$ is a differentiable, weakly concave function. Then a flow $g$ is a DMBR to $f$ if and only if $g$ is a malicious best response to $f$.

Proof. By Lemma 1 every malicious best response to $f$ is a DMBR to $f$, so we are left to show that every DMBR to $f$ is a malicious best response to $f$.

For an edge $e$, let $\lambda_e$ be the function
\[
\lambda_e(x) = \ell_e(x_e(f) + x_e(g)) + \ell'_e(x_e(f) + x_e(g))(x - x_e(f) - x_e(g)).
\]
This is a linear function of $x$ which satisfies
\[
\lambda_e(x_e(f) + x_e(g)) = \ell_e(x_e(f) + x_e(g))
\]
\[
\lambda'_e(x_e(f) + x_e(g)) = \ell'_e(x_e(f) + x_e(g)).
\]
Since $\ell_e$ is concave and $\lambda_e$ is a linear function whose value and first derivative agree with those of $\ell_e$ at $x_e(f) + x_e(g)$, we may conclude that $\lambda_e(x) \geq \ell_e(x)$ for all $x$. Now suppose that $g$ is a DMBR to $f$, and $h$ is any flow of value $v(g)$. By Lemma 2 we have
\[
\sum_{e \in E} x_e(f) \ell'_e(x_e(f) + x_e(g)) [x_e(h) - x_e(g)] \leq 0
\]
\[
\sum_{e \in E} x_e(f) [\lambda_e(x_e(f) + x_e(h)) - \lambda_e(x_e(f) + x_e(g))] \leq 0
\]
\[
\sum_{e \in E} x_e(f) \lambda_e(x_e(f) + x_e(h)) \leq \sum_{e \in E} x_e(f) \lambda_e(x_e(f) + x_e(g)).
\]
Now using the fact that $\lambda_e(x) \geq \ell_e(x)$ for all $x$, with equality when $x = x_e(f) + x_e(g)$, we obtain
\[
\sum_{e \in E} x_e(f)\ell_e(x_e(f) + x_e(g)) \leq \sum_{e \in E} x_e(f)\ell_e(x_e(f) + x_e(g)).
\]
As $h$ was an arbitrary flow of value $v(g)$, this confirms that $g$ is a malicious best response to $f$.

Our definition of malicious best response may be regarded as the appropriate definition for modeling a single (myopically) malicious player controlling $w$ units flow, while the definition of differential malicious best response models a continuum of infinitesimal malicious players, collectively controlling $w$ units of flow. (Definition 12 is tantamount to asserting that one cannot increase $C^*(f)$ by rerouting an infinitesimal amount of flow.) Since all malicious players experience the same payoff, it is plausible that $w$ units of flow controlled by a continuum of such players will behave identically to the same amount of flow controlled by a single malicious player. Indeed, Lemma 1 shows that this is exactly what happens when the latency functions are concave. Interestingly, this is not what happens in general when latency functions can be non-concave (see Example 1). The reason is that a single malicious player has the power to play a mixed strategy, while this can never happen with a continuum of malicious players unless we allow them to correlate their random choices. (Even if each of the infinitesimal players uses a mixed strategy, if their random choices are independent then the law of large numbers ensures that their combined flow is equal to a single element of $F(\mathcal{G}, w)$ with probability 1.)

We next show that in any equilibrium with small enough malicious flow, the malicious flow uses only paths that maximize the per-unit cost at the Nash equilibrium.

**Definition 13 (Differentially Malicious Flow).** Let $\mathcal{G}$ be a congestion game with differential latency functions. Consider a Nash flow $f_N \in F(\mathcal{G})$. A path $P^* \in \Pi$ is a differentially malicious path w.r.t. $f_N$ if for every $P \in \Pi$
\[
\sum_{e \in P^*} x_e(f_N)\ell'_e(x_e(f_N)) \geq \sum_{e \in P} x_e(f_N)\ell'_e(x_e(f_N))
\]
A flow $g$ is differentially malicious w.r.t. $f_N$ if for any $P \in \Pi$ such that $g(P) > 0$, $P$ is a differentially malicious path w.r.t. $f_N$.

**Proposition 2.** Let $\mathcal{G}$ be a congestion game with a malicious player, with continuously differentiable latency functions. For any Nash flow $f_N \in F(\mathcal{G})$ there is an open set $U \subseteq F(\mathcal{G})$ containing $f_N$, such that for any $f \in U$, it holds that every $g \in MBR(f)$ (of value $v(f_N) - v(f)$) is also differentially malicious w.r.t. $f_N$.

**Proof.** For any path $P \in \Pi$, define a two-variable function $h_P : F(\mathcal{G}) \times F(\mathcal{G}) \rightarrow \mathbb{R}$ as follows:
\[
h_P(f, g) = \sum_{e \in P} x_e(f)\ell'_e(x_e(f) + x_e(g)).
\]
Observe that $h_P$ is a continuous function because $\ell'_e$ is continuously differentiable for every edge $e$. Observe also that $g$ is a $\delta$-MBR to $f$ if and only if \{ $P : g(P) > 0$ \} $\subseteq$ arg max $P \in \Pi$ $h_P(f, g)$.

Now let $\Pi_{mal}$ denote the set of all paths which are differentially malicious w.r.t. $f_N$, i.e. $\Pi_{mal} = \text{arg max}_{P \in \Pi} h_P(f_N, 0)$.

If $\Pi_{mal} = \Pi$ then every path is differentially malicious and the proposition follows trivially. Otherwise, the two-variable function $h(f, g)$ defined by
\[
h(f, g) = \min \{ h_P(f, g) - h_P(f, g) | P^* \in \Pi_{mal}, P \notin \Pi_{mal} \}
\]
is continuous and satisfies $h(f_N, 0) > 0$, by the definition of $\Pi_{mal}$. Therefore the set $W = \{ (f, g) : h(f, g) > 0 \}$ is an open neighborhood of $(f_N, 0)$ in $F(\mathcal{G}) \times F(\mathcal{G})$. Let $W_1 \times W_2$ be an open subset of $W$ such that $f_N \in W_1$, $0 \in W_2$. Without loss of generality (replacing $W_1$, $W_2$ with smaller open neighborhoods of $f_N$, $0$ if necessary) we may assume that for some real number $\delta > 0$,
\[
W_1 = \{ f \in F(\mathcal{G}) | v(f) > v(\mathcal{G}) - \delta \}
\]
\[
W_2 = \{ g \in F(\mathcal{G}) | v(g) < \delta \}
\]
We claim that $U = W_1$ satisfies the conclusion of the proposition. For any $f \in W_1$, if $g$ is a malicious best response to $f$ of value $v(\mathcal{G}) - v(f)$, then $v(g) < \delta$ hence $g \in W_2$. Thus $(f, g) \in W_1 \times W_2 \subseteq W$, which implies $h(f, g) > 0$. By the definition of $h(f, g)$, this implies that max $P \in \Pi_{mal} h_P(f, g) \subseteq \Pi_{mal}$. Recalling that $g$ is a malicious best response (and hence, by Lemma 1, a DMBR) to $f$, we see that every path $P$ with $g(P) > 0$ is an element of arg max $P \in \Pi_{mal} h_P(f, g)$, hence every such $P$ belongs to $\Pi_{mal}$.

**2.3 Lower bound on the price of malice**

In this section we construct network congestion games with a large price of malice. Intuitively, the price of malice can be large for at least two reasons:

1. The network contains some edges whose latency functions grow very rapidly, so that a small amount of additional flow can have a very large impact on the delay.
2. The network contains a very long path, so that the malicious player can send its flow on this path and thereby influence many of the paths being used by the rational players.

We capture the first property using the notion of relative slope of the latency functions, which has also been used elsewhere in the literature on selfish routing, e.g. [4]. We capture the second property by building a congestion game with a unique equilibrium, namely a pure equilibrium in which the rational players use many disjoint short paths and the malicious player uses a single long path that intersects all of the short paths.

**Definition 14.** Let $\ell : [0, 1] \rightarrow \mathbb{R}_+$ be a continuous non-decreasing function that is continuously differentiable. The relative slope of $\ell$ is defined to be the number
\[
d = \sup_{x \in [0, 1]} \frac{\ell'(x)}{\ell(x)}.
\]

**Theorem 2.** Let $\ell : [0, 1] \rightarrow \mathbb{R}_+$ be a continuous non-decreasing function that is continuously differentiable, and let $d$ be the relative slope of $\ell$. For any $m$ there exists a network congestion game with $O(m)$ edges, such that the latency function of each edge is either $\ell$ or 0, and such that the price of malice is $d(m - 1)$.

**Proof.** The continuous function $x\ell'(x)/\ell(x)$ achieves its supremum, $d$, at some point of the interval $[0, 1]$. Because $[0, 1]$
is compact. Let $X_0$ be a point where the supremum is achieved. The network is illustrated in Figure 1(a) for $m = 5$. In this network congestion game the flow value is $mX_0$. The network has $m$ parallel paths of length 3, all have the same latency function $\ell(x)$ on the middle edge. All other edges have a constant latency 0. Backward edges enable the malicious flow to travel all the edges with non-zero latency functions (a path of length $2m + 1$).

Figure 1(b) illustrates the path that the malicious flow of size $\epsilon mX_0$ takes. As the latency functions are the same on every one of the $m$ paths, in equilibrium the rational flow of size $(1 - \epsilon)mX_0$ will split equally on the $m$ paths, thus in equilibrium on each path there is a rational flow of size $(1 - \epsilon)X_0$ (in case that $\epsilon = 0$ this means a flow of $X_0$). This is illustrated in Figure 1(c). The total flow on each of the middle edges of the $m$ paths is $(1 - \epsilon)X_0 + \epsilon mX_0 = X_0 + \epsilon X_0(m - 1)$.

The latency with $\epsilon$ units of malicious flow is $\ell(\epsilon X_0 + \epsilon X_0(m - 1))$, and the latency with no malicious flow is $\ell(X_0)$. Using the fact that $\lim_{\epsilon \to 0} \frac{\ell(\epsilon X_0 + \epsilon X_0(m - 1)) - \ell(X_0)}{\epsilon} = a \cdot \ell'(x)$, for $a = X_0(m - 1)$ we obtain that the price of malice is

$$POM(\mathcal{G}) = \lim_{\epsilon \to 0} \frac{\ell(\epsilon X_0 + \epsilon X_0(m - 1)) - \ell(X_0)}{\epsilon \ell(X_0)} = \frac{X_0(m - 1)\ell'(X_0)}{\ell(X_0)} = (m - 1) \cdot d$$

### 3. THE WINDFALL OF MALICE

The following claims show that there exists a network with “windfall of malice”, that is, replacing some of the rational players with malicious players decreases the latency. At first look it seems surprising that there can be a decrease in the latency experienced by the rational agents, as the malicious agent is trying to maximize the latency of the rational agents. But this phenomenon is not too different from the well-known Braess’ paradox, which gives an example of a network for which an increase in the latency function on an edge improves the Nash delay. While in the Braess’ paradox network there is no windfall of malice, we are able to construct a network that is based on that network that does have a windfall. In the network that we construct, the malicious agent, by trying to do as much harm as possible, increases the latency on every possible edge, and by doing so it causes the rational agents to take alternative routes that are less harmful to the other rational agents.

#### Claim 1. There exists a network congestion game for which the price of malice is negative.

**Proof.** We construct a network congestion game $\mathcal{G}$ with flow value 1 and network with source $s$ and target $t$ as presented in Figure 2(a). The latency function on each edge is presented in the graph. (Some of the edges have a constant latency of either 0 or 1, and we just write the constant near the appropriate edge). $\delta$ is a parameter such that $1 > \delta > 0$.

Figure 2(b) presents the path that the malicious flow of value $\epsilon$ takes. As for this path the malicious flow goes on every edge with non-constant latency, it is clear that this flow is always a malicious best response, independent of the rational flow. This implies that there is a unique Nash delay in the induced game.

Figure 2(c) presents the rational flow. Near each edge we denote the value of flow on the edge. It is easy to verify that the Nash flow is defined by the following flows on the edges: $f_1 = 1 - \frac{1 + \delta}{1 + 2\delta}$, $f_2 = \frac{\delta}{1 + \delta}$, $f_3 = \frac{1}{2} - \frac{1 + \delta}{1 + 2\delta}$.

These flow values correspond to a flow of value $f_2$ on the path $(s, u, t)$ and $(s, d, t)$, and flow of value $f_3$ on the paths $(s, u, v_1, m_1, d, t)$ and $(s, u, v_2, m_2, d, t)$.

For $\epsilon = 0$ (no malicious flow) the rational delay is $2 - \delta$. For $\epsilon > 0$ the rational delay is $2 - \delta - \epsilon \frac{\delta(1 - \delta)}{1 + \delta}$. Thus, the price of malice for this network is

$$POM(\mathcal{G}) = \lim_{\epsilon \to 0} \frac{D(\mathcal{G}, \epsilon) - D(\mathcal{G})}{\epsilon D(\mathcal{G})} = -\frac{\delta(1 - \delta)}{1 + \delta}$$

which is a negative constant for any $\delta$ such that $1 > \delta > 0$.}

Next we show that the above example can be generalized, and the windfall of malice grows at least linearly with the size of the graph.

#### Claim 2. For any $m \geq 1$ there exists a network congestion game with $O(m)$ edges for which the price of malice is $\frac{m^2}{2(m+2)}$ (i.e., a windfall of malice of order $m$).

**Proof.** For a given $m$ we construct a network congestion game based on the $m$-th Braess graph [12] which generalizes Braess’ paradox, as defined below. The network for $m = 4$ is illustrated in Figure 3(a). The $m$-th network has $4m + 4$ nodes and a flow value of $m$. The set of nodes is $\{s, t, v_1, \ldots, v_{m+1}, w_1, \ldots, w_{m+1}, p_1, \ldots, p_m, q_1, \ldots, q_m\}$. For $i \in \{0, \ldots, m\}$ the graph has the following edges. Edges $(s, v_{m+1-i})$ and $(w_{i+1}, t)$ both have latency function $D_i(X) =$...
\(X \cdot i/2\). Edges \((v_{i+1}, w_{i+1})\) and \((w_{i+1}, v_{i+1})\) both have constant latency of \(1\).

For \(i \in \{1, \ldots, m\}\) node \(v_i\) is connected to \(w_{i+1}\) by a “Z gadget”: \((v_i, q_i)\), \((p_i, q_i)\) and \((p_i, v_{i+1})\) have constant latency 0, and edges \((e_i, p_i)\) and \((q_i, w_{i+1})\) have a linear latency function \(X\).

The equilibrium flow is as follows. The malicious flow is of size \(m\) and it travels the path \((s, v_1, p_1, q_1, w_2, \ldots, q_{m-1}, w_m, p_m, q_m, w_{m+1}, t)\), see Figure 3(b) for illustration. The rational equilibrium flow is illustrated in Figure 3(c). There is a flow of \(f_2\) on \((s, v_1)\) and \((w_{m+1}, t)\). There is a flow of \(f_2 - f_1\) on \((v_1, v_2), (w_1, t), (s, v_{m+1})\) and on \((v_{m+1}, w_{m+1})\). For \(i \in \{2, \ldots, m\}\) there is a flow of \(f_1\) on \((s, v_i)\) and \((w_i, t)\), and a flow of \(f_1 - f_0\) on \((v_i, w_i)\). Finally, there is a flow of \(f_0\) on each of the Z gadgets; this flow equals splits on two paths as follows. For \(i \in \{1, \ldots, m\}\) there is a flow of \(f_3/2\) on \((v_i, q_i), (q_i, w_{i+1}), (v_{i+1}, v_i)\) and \((p_i, w_{i+1})\).

Let \(f_1 = 1 - \frac{m \cdot m^2}{m^2 + 1}\) and \(f_2 = 1 - \frac{m \cdot m^2}{m^2 + 1}\). Observe that the flow value (out of \(s\) and into \(t\)) is \((m - 1) \cdot f_1 + f_2 + (f_2 - f_1) + cm = m\).

We next prove that this is indeed an equilibrium. We first observe that rational flow has two types of paths, both with the same delay. The first is a path \((s, v_i, w_{i+1})\) for some \(i \in \{1, \ldots, m\}\), and the second is a path \((s, v_i, p_i, w_{i+1})\) (or \((s, v_i, q_i, w_{i+1})\)), for some \(i \in \{1, \ldots, m\}\). For \(i \in \{2, \ldots, m\}\), the delay on the first type is \(D_{m+1-i}(f_1) + 1 + D_{i-1}(f_1) = D_{m}(f_1) + 1 = f_1 + \frac{m}{m+1} + 1 + 1 - \frac{m^2}{m+1}\). Note that there is a malicious flow of \(cm\) on \((s, v_1)\) and \((w_{m+1}, t)\) thus the paths \((s, v_1, w_1)\) and \((s, v_{m+1}, w_{m+1})\) have delay \(D_{m}(f_2 + cm) + 1 = D_{m}(f_1) + 1\) which is the same delay.

Next we consider paths of the second type, of the form \((s, v_i, p_i, w_{i+1})\) (or \((s, v_i, q_i, w_{i+1})\)), for some \(i \in \{1, \ldots, m\}\). The total flow on \((w_{i+1}, t)\) is always \(f_1\), even for \(i = m\) as \(f_2 = f_1 - cm\) and there is \(cm\) malicious flow on the edge. The delay on such a path is \(D_{m+1-i}(f_1) + \frac{1}{m^2 + cm} + D_{i-1}(f_1) = f_1 + \frac{1}{m^2 + cm} + f_1 + \frac{1}{m^2 + cm} + 1 = f_1 + \frac{1}{m^2 + cm} + 1\).

Finally we prove that the malicious flow is indeed playing a best response to the rational flow. We look at the Nash flow with \(f_1 = f_2 = f_3 = 1\) and 0 malicious flow. By Proposition 2 it is sufficient to show that the path taken by the malicious flow (as presented in Figure 3(b)) is the unique acyclic path \(P\) which maximizes the expression \(q(P) = \sum_{x \in P} x(f_N)\).

Let \(P_1 = (s, v_1, p_1, q_1, w_2, t), P_2 = (s, v_1, w_1, t), P_2 = (s, v_1, w_{m+1}, t)\) and \(P_3 = (s, v_1, p_1, q_1, w_{m+1}, t)\). As \(q(P_1) > q(P_2)\) and \(q(P_2) > q(P_3)\) we do not need to consider the paths \(P_1\) and \(P_3\). As on each of the Z gadgets the malicious flow can travel all edges with non constant delay, it is clear that the malicious flow best response must be a path of the form \(P_i = (s, v_1, p_1, q_1, w_{j+1}, v_{j+1}, p_{j+1}, q_{j+1}, w_{j+2}, \ldots, v_m, p_m, q_m, w_{m+1}, t)\) for some \(j \geq 1\) and some \(r\) with \(m \geq r \geq j\). It holds that \(q(P_{i,r}) = (m+1-j)/2(r-j-1)+r/2 = 3(r-j+1)/2\) and this is an increasing function of \(r\) and decreasing function of \(j\) thus it is maximized at \(r = m\) and \(j = 1\). \(\square\)

4. The existence of equilibria

Congestion games without malicious players have pure Nash equilibria because they are potential games: the potential function \(\Phi\) defined in Definition 5 decreases whenever a player shifts from one path to another one with lower delay, hence any flow which minimizes \(\Phi\) must be a pure Nash equilibrium of the congestion game. But congestion games with malicious players are not potential games, and as such there is no guarantee that they will have pure Nash equilibria. In fact, a simple example illustrates that a pure Nash equilibrium may not exist even for network congestion games played on a pair of parallel links.

Example 1. Consider a network congestion game in a graph consisting of a source and sink joined by two parallel edges \(e, e'\) whose latency functions are \(\ell_e(x) = \ell_{e'}(x) = x^2\). Let \(v = 2\) and \(w = 1\), so that the rational players control 1 unit of flow and the malicious player also controls 1 unit of flow. We claim that this game has no pure Nash equilibrium. To prove it, assume by contradiction that \((f, g)\) is a pair of flows constituting a Nash equilibrium. Let \(a = f(e), b = g(e')\). Then \(f(\{e\}) = 1 - a\) and \(g(\{e'\}) = 1 - b\), and

\[C^a(f) = a(a + b)^2 + (1 - a)(2 - a - b)^2.\]

One consequence of (4) is that \(C^a(f)\) is a strictly convex function of the parameter \(b\), so its maximum is achieved

---

1This creates a graph with cycles, but the cycles play no role in the construction. One can easily modify the graph to create an acyclic graph with the same properties, see Appendix A.

2Although there are directed cycles in the graph (from \(v_i\) to \(w_i\) and back to \(v_i\)), the latency function on any such cycle is constant, thus there is a best response in which flow does not travel in cycles.
when \( b = 0 \) or \( b = 1 \) (or both) but not when \( 0 < b < 1 \). Since we are assuming \( g \) is a malicious best response to \( f \), it must be the case that \( b = 0 \) or \( b = 1 \). Assume without loss of generality that \( b = 0 \). Then the induced game \( \mathcal{G}^g \) has latency functions \( \ell^g_x(x) = x^4 \), \( \ell^g_y(x) = (1 + x)^2 \). Since we are assuming \( f \) is a Nash flow for \( \mathcal{G}^g \), we find that \( a = 1 \). But then the malicious best response to \( f \) is \( b = 1 \), contradicting our earlier assumption that \( b = 0 \).

At an intuitive level, the reason why the game constructed in this example has no pure Nash equilibrium is similar to the reason why there is no pure Nash equilibrium in the game “matching pennies”. The strict convexity of the latency functions gives the malicious player an incentive to make the load on \( e, e' \) as unbalanced as possible, while the rational players have an incentive to make the load on \( e, e' \) as balanced as possible; no distribution of flow can simultaneously satisfies the objectives of both types of players.

In light of Example 1, we devote the rest of this section to proving two theorems: first, congestion games with malicious players have pure Nash equilibria as long as the latency functions are continuous and weakly concave; second, congestion games with malicious players always have equilibria in the sense of Definition 9.

**THEOREM 3.** If \( \mathcal{G} \) is a congestion game with a malicious player, and for every edge \( e \), \( \ell_e \) is a continuous, weakly concave function, then there exists a pure equilibrium of \( \mathcal{G} \).

Given Theorem 1, which ensures that our definition of equilibrium is equivalent to the Karakostas-Viglas definition \(^3\) in the case of concave latency functions, it is possible to deduce this theorem from Theorem 1 of [6]. (Actually, our Theorem 3 makes slightly weaker hypotheses about the latency functions, but the proof technique used in [6] implies our theorem without much difficulty.) In the interest of making this paper self-contained, we present a simple alternative proof below.

**PROOF.** Let \( w = w(\mathcal{G}) \). For a flow \( g \in F(\mathcal{G}, w) \), let \( \Phi^g \) denote the potential function of the game \( \mathcal{G}^g \). Recall from Proposition 1 that a flow \( f \) is a Nash flow of \( \mathcal{G}^g \) if and only if \( f \) is a minimizer of \( \Phi^g \). Thus a pair \( (f, g) \in F(\mathcal{G}, v - w) \times F(\mathcal{G}, w) \) is a pure equilibrium of \( \mathcal{G} \) if and only if \( f \) is a minimizer of \( \Phi^g(f) \) and \( g \) is a maximizer of \( C^g(f) \). In other words, a pure equilibrium of \( \mathcal{G} \) is equivalent to a pure equilibrium of the two-player normal form in which the strategy sets of the two players are \( F(\mathcal{G}, v - w) \) and \( F(\mathcal{G}, w) \), respectively, and their payoff functions are \( -\Phi^g(f) \) and \( C^g(f) \), respectively.

Now let us recall the following easy consequence of Kakutani’s Fixed Point Theorem. (See, for example, Proposition 20.3 of [9].)

**PROPOSITION 3.** A normal form game with finitely many players has a pure Nash equilibrium provided that

- Each player’s strategy set is a nonempty compact convex subset of a Euclidean space.
- For each \( i \), the payoff function of player \( i \) is continuous and is a weakly concave function of player \( i \)’s strategy.

The first condition is satisfied because the sets \( F(\mathcal{G}, v - w), F(\mathcal{G}, w) \) are nonempty convex polytopes. To verify the second condition, first recall that \( \Phi^g \) is a continuous and

\[\begin{align*}
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\text{(b.2) Malicious flow on the Z gadget} & \\
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Figure 3: A network congestion game whose price of malice is negative and scales linearly with the network size, demonstrated for \( m = 4 \). (a) The congestion game. (b) The malicious player’s equilibrium strategy. (c) The rational players’ equilibrium strategy.
The function $x_g$ is a linear function of $g$, and $\ell_e$ is continuous and weakly concave, so $\ell_e(x_g + x_e)$ is a continuous, weakly concave function of $g$. For fixed $f$, $C^0(f)$ is a non-negative linear combination of such functions, so it is also continuous and weakly concave, as desired.

**Proposition 4.** If $G$ is a congestion game with a malicious player, and all the latency functions $\ell_e$ are strictly increasing, then $G$ has an equilibrium.

**Proof.** We use the same two-player game $\widehat{G}$ introduced in the proof of Theorem 3. The strategy sets $F(\emptyset, v - w)$ and $F(G, w)$ are compact Hausdorff topological spaces, and the payoff functions $-\Phi^0(f)$ and $C^0(f)$ are continuous, so the existence theorem for mixed Nash equilibria of games with compact Hausdorff strategy sets [5] ensures that there exist Borel probability measures $\beta_0, \gamma_0$ on $F(\emptyset, v - w)$ and $F(w)$, respectively, such that

$$\beta_0 \in \arg \min_{\beta} \Phi^0(\beta) \quad (5)$$

$$\gamma_0 \in \arg \max_{\gamma} C^0(\beta_0). \quad (6)$$

(Here $\Phi^0(\beta)$ and $C^0(\beta)$ denote the expected values of $\Phi^0(f)$ and $C^0(f)$ when $f, g$ are sampled independently at random from distributions $\beta, \gamma$, respectively.) The only reason that $(\beta_0, \gamma_0)$ may not constitute an equilibrium of $G$ is that our definition of equilibrium requires the rational players to use a pure strategy, not a mixed strategy. In other words, we require the distribution $\beta_0$ to be a point mass concentrated at a single flow $f_0 \in F(\emptyset, v - w)$.

Let $f_0$ denote the flow $f_0(P) = E_{f \leftarrow \beta_0} [f(P)]$. Our assumption that the latency functions are strictly increasing implies that the function $\Phi^0$ is strictly convex, so by Jensen’s inequality,

$$\Phi^0(f_0) \leq \Phi^0(\beta_0), \quad (7)$$

with equality if and only if the distribution $\beta_0$ is a point mass concentrated at $f_0$. The left and right sides of (7) are in fact equal, by (5). Consequently $\beta_0$ is a point mass concentrated at $f_0$. By (5) and (6), we may now conclude that $(f_0, \gamma_0)$ is an equilibrium of $G$.

**Theorem 4.** Every congestion game with a malicious player has an equilibrium.

**Proof.** We have seen that the theorem holds when the latency functions are strictly increasing, so the idea of the proof is to approximate an arbitrary congestion game $G = (E, \ell, \Pi, v)$ by games with strictly increasing latency functions. For every positive integer $n$, let $\ell^{(n)}_e$ denote the latency function $\ell^{(n)}_e(x) = \ell_e(x) + x/n$, and let $G^{(n)}$ denote the congestion game $(E, \ell^{(n)}, \Pi, v)$. Proposition 4 ensures the existence of an equilibrium $(f_n, \gamma_n)$ for $G^{(n)}$. We next argue that this sequence of equilibria has a convergent subsequence, under a suitable definition of convergence.

For a separable compact metric space $X$, we may topologize the set $\Delta(X)$ of Borel probability measures on $X$ using the weak topology, in which a sequence $\mu_1, \mu_2, \ldots$ converges to a probability measure $\mu$ if and only if $\int f \, d\mu_n \to \int f \, d\mu$ for every bounded continuous function $f$ on $X$. The space $\Delta(X)$ is compact in the weak topology by Prokhorov’s Theorem [1]. Since both $F(\emptyset, v - w)$ and $F(G, w)$ are separable compact metric spaces, we conclude that the space $F(\emptyset, v - w) \times \Delta(F(\emptyset, w))$ is compact and therefore the sequence $(f_n, \gamma_n)$ has a convergent subsequence. Replacing the sequence $G^{(1)}, G^{(2)}, \ldots$ with a proper subsequence if necessary, we may assume from now on that we have a sequence of games $G^{(n)} = (E, \ell^{(n)}, \Pi, v)$ with equilibria $(f_n, \gamma_n)$ such that $\ell^{(n)}_e(x) = \ell_e(x) + x/n$ for some sequence of constants $\alpha_1, \alpha_2, \ldots$ converging to zero, and such that the sequence $(f_1, \gamma_1), (f_2, \gamma_2), \ldots$ converges to a point $(f, \gamma) \in F(\emptyset, v - w) \times \Delta(F(\emptyset, w))$. We must now prove that $(f, \gamma)$ is an equilibrium of $G$.

It turns out that

$$\Phi^{(n)}(f_n) \to \Phi^0(f) \quad (8)$$

$$C^{(n)}(f_n) \to C^0(f). \quad (9)$$

The proofs of these two facts are omitted for space reasons. Assuming them for now, consider any $f' \in F(\emptyset, v - w)$ and $\gamma' \in \Delta(F(\emptyset, w))$. The function $g \mapsto \Phi^0(f')$ is a bounded continuous function of $g \in F(\emptyset, w)$; by the definition of weak convergence this implies $\Phi^{(n)}(f') \to \Phi^0(f')$. Combining this with (8) we obtain

$$\Phi^0(f) - \Phi^0(f') = \lim_{n \to \infty} (\Phi^{(n)}(f_n) - \Phi^{(n)}(f')) \leq 0,$$

hence $f$ is a best response to $\gamma$. The functions $g \mapsto C^0(f_n)$, for $n = 1, 2, \ldots$, are uniformly bounded measurable functions of $g \in F(\emptyset, w)$, and $\lim_{n \to \infty} C^0(f_n) = C^0(f)$ for all $g$. By Lebesgue’s dominated convergence theorem, $C^{(n)}(f_n) \to C^0(f)$. Combining this with (9) we obtain

$$C^0(f) - C^{(n)}(f) = \lim_{n \to \infty} (C^{(n)}(f_n) - C^{(n)}(f_n)) \geq 0,$$

hence $\gamma$ is a best response to $f$. Thus $(f, \gamma)$ is an equilibrium as claimed.

**5. Conclusions and Open Problems**

This paper raises many more questions than it answers. We believe that our definition of malice can be productive in many other contexts; but even if one focuses on congestion games, as we did, there are many open problems to consider.

- We have only derived lower bounds on the price of malice, as well as on its windfall. We conjecture an $O(\ell d)$ upper bound for both, where $\ell$ is the length of the longest path in the network, and $d$ is an upper bound on the relative slope of the delay functions. (See Definition 14.)

- Given that the presence of malicious players can affect networks in totally different ways, ranging, as we have seen, from disastrous to beneficial, it becomes imperative to understand the circumstances under which these conditions prevail. That is, we are interested in the characterization problem of networks for which, say, there is a positive windfall of malice; similarly for a positive price of malice.

This seems a tall order; even the following simple problem of this sort is currently open: Is there a windfall of malice (of any order of magnitude, not necessarily
first order) in the case of a network consisting of parallel edges (with arbitrary delays)? We conjecture that there isn’t, but we have been unable to prove it yet. More generally, we conjecture that there is no windfall of malice in abstract congestion networks in which the set of paths is a matroid. Another possible relevant condition for the absence of a windfall might be the absence of some sort of generalized Braess’ paradox. It would be interesting to explore the extent to which these important properties of networks imply one another.

- In the same spirit as the characterization problem, it would be equally interesting to be able to determine algorithmically the price of malice for individual networks. This brings up the following suite of problems: Given a network with a fraction of malicious flow, find a semi-pure Nash equilibrium, as guaranteed by Theorem 4. Or, given such a network with weakly concave (or even linear) delays, find a pure Nash equilibrium (Theorem 3). Are these problems PPAD-complete (our proof establishes that they are in the class PPAD [10]), or is there an alternative algorithmic way of establishing existence? Since uniqueness of equilibria is no longer guaranteed, perhaps the most useful problem is to find an equilibrium with the largest (or smallest) possible price of malice; this problem may even be NP-complete.
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APPENDIX

A. ACYCLIC CONSTRUCTION FOR WINDFALL OF MALICE

Figure 4: The modification to the network congestion game of Figure 3 which creates an acyclic graph.

In Claim 2 we have presented a construction of a graph that contains directed cycles and has linear windfall of malice. Next we explain how one can modify the graph to create an acyclic graph with the same properties.

The modification is presented in Figure 4. Each node $v_i$ is split to two nodes, $v_i^d$ and $v_i^w$ with a 0 latency edge $(v_i^d, v_i^w)$. Similarly, each node $w_i$ is split to two nodes, $w_i^d$ and $w_i^w$ with a 0 latency edge $(w_i^d, w_i^w)$. The cycle is replaced by edges $(v_i^{d+1}, w_i^{d+1})$ and $(w_i^{d+1}, v_i^{d+1})$ both has constant latency of 1. The incoming and outgoing edges of each of the original nodes are split between the two nodes.

The rational and malicious flows in this modified graph are derived from the corresponding flows in the original graph in the obvious manner. The rational flow in the modified graph is uniquely determined by the property that the flow value on each edge $(v_i^d, v_i^w)$ is equal to the flow value on the original edge $(v_i, w_i)$. The malicious flow in the modified graph is uniquely determined by the property that the flow value on each edge $(w_i^d, v_i^w)$ is equal to the flow value on the original edge $(w_i, v_i)$. The proof that these flows still constitute an equilibrium in the modified graph is a straightforward modification of the proof of Claim 2.