CSI5388: Performance Evaluation for Classification
Assignment # 1

Due Date: January 28th, 2008

Question 1:

The typical evaluation procedure for Machine Learning described on Slide 5 of Lecture 0 is sometimes acceptable and sometimes not. Please, discuss cases where it is acceptable and cases where it is not, illustrating your discussion with concrete examples. Do focus on the cases where it is not acceptable.

Note: this is a research question. It would, thus, be useful for you to print all the research papers listed on the course Website and browse through them (and possibly others) to construct your argument and think of potential illustrations.

Question 2:

The visualization approach proposed by [Japkowicz, Sanghi and Tischer, ISAIM’2008], in its current form, is not useful for threshold-sensitive classifiers. One solution, suggested in the future work section of the paper, consists of training the same classifier tuned at various threshold levels multiple times and plotting all the points associated with each threshold level. i.e., instead of representing each classifier by a single point, the method would plot clouds of points representing that same classifier at various threshold levels.

In this question, please consider two classifiers: a decision tree (e.g., WEKA’s J48) and Naïve Bayes  (again, the WEKA version is OK for the purpose of this work), run them on same particularly imbalanced data set from UCI (e.g., Pima, Breast Cancer). Consider 4 evaluation approaches: ROC Curves, AUC, Cost-Curves and the [Japkowicz and al., 2008] improved method suggested above. Compare and contrast the results that each method outputs. Discuss both the positive and negative aspects of each approach.

Notes: 

1. ROC Curves and Cost-Curves are available from WEKA

2. For the [Japkowicz et. Al., 2008] improved method, the basic projection code and usage information is provided in Matlab at http://www.site.uottawa.ca/~nat/Courses/csi5388_2008/MCST_code.zip . (read the ‘usage.rtf’ file. Use only the following types of commands:



mcst_orig(BreastCancerCM,Labels,'BreastCancerCM'); 



 

and



TwoCM = [BreastCancerCM, LiverCM];



mcst_orig(TwoCM,Labels,'BreastCancer Labour CM'); 

                          CM stands for Confusion Matrix

3. You will need to feed the basic projection code from the [Japkowicz et al., 2008] method the appropriate input necessary for the generation of clouds of points rather than single points. 
4. For the [Japkowicz et al., 2008] method, you will need to obtain your evaluation results at different threshold. William Elazmeh, a Ph.D. student here has kindly sent me a message explaining how to obtain such information. You have to use WEKA at the command line level. Here it goes:
Below is a command line that does the following (I am explaining the options from left

to write):

- expand memory allocated to weka to 1024 MB

- the file "weka.jar" is assumed to be int he current directory, this can be fixed by the CLASS_PATH environment variable (too much work, I am lazy so I copied the file)

- uses Naive Bayes classifier

- uses SPECT-all.arff data set (for training)

- does not use cross-validation (optional of course!)

- uses percentage split of 85%

- the seed for the random split of the data set is 37 (this is used to replicate the run later if necessary)

- the i and v options are to control the output of weka in terms of how much to print out

- then the important option is "-threshold-file <a_file_name>" in this a_file_name there will be all information about the thresholds of the ROC curve associated with the positive class

- Then I redirect ">" the output into an out file!

Here is my example (all on one line):

java -Xmx1024m -cp weka.jar weka.classifiers.bayes.NaiveBayes -t SPECT-all.arff -no-cv

-split-percentage 85 -s 37 -i -v -threshold-file SPECT-all-nb.csv > SPECT-all-nb.out

to get help on this command line options, type:

java -Xmx1024m -cp weka.jar weka.classifiers.bayes.NaiveBayes

without any options and you will get options for weka and for Naive Bayes. The documentaiton of weka does an ok job describing this.

But the general form is:

java -Xmx1024m -cp weka.jar weka.classifiers.bayes.NaiveBayes -t training_set –T testing_set [here you put testing options -- default is cv] -threshold-file a_threshold_file_name

This is definitely an interesting assignment (at least to me!!!)… I hope it is not too crazy! Good luck with it!

