CSI5387 Concept Learning Systems/Machine Learning 



Instructor 

Nathalie Japkowicz 
Office: STE 5-029
Phone: 562-5800 ext. 6693 
E-mail: nat@site.uottawa.ca 

Meeting Times and Locations 

· Time: Mondays 1:00pm-4pm

· Location: CBY B-202
Office Hours and Locations 

· Times: TBA
· Location: STE 5-029; 

Overview 

Machine Learning is the area of Artificial Intelligence concerned with the problem of building computer programs that automatically improve with experience. The intent of this course is to present a broad introduction to the principles and paradigms underlying machine learning, including presentations of its main approaches, discussions of its major theoretical issues, and overviews of its most important research themes. 

Course Format

The course will consist of a mixture of regular lectures and student presentations. The regular lectures will cover descriptions and discussions of the major approaches to Machine Learning as well as of its major theoretical issues. The student presentations will focus on the most important themes we survey. These themes will mostly be approached through recent research articles from the Machine Learning literature. 

Evaluation 

Students will be evaluated on short written commentaries and oral presentations of research papers (20%), on a few homework assignments (30%), and on a final class project of the student's choice (50%). For the class project, students can propose their own topic or choose from a list of suggested topics which will be made available at the beginning of the term. Project proposals will be due in mid-semester. Group discussions are highly encouraged for the research paper commentaries and students will be allowed to submit their reviews in teams of 3 or 4. However, homework and projects must be submitted individually. 
Pre-Requisites 

Students should have reasonable exposure to Artificial Intelligence and some programming experience in a high level language. 

Required Textbooks 

· Ian Witten and Eibe Frank, Data Mining: Practical Machine Learning Tools and Techniques, 2nd Edition, Morgan Kaufmann, ISBN 0120884070, 2005. 

· Introduction to Machine Learning, Nils J. Nilsson (Draft of a Proposed Textbook available on the Web; Available for free) 

· Nathalie Japkowicz and Mohak Shah, Performance Evaluation for Classification A Machine Learning and Data Mining Perspective (in progress): “Chapter 6: Statistical Significance Testing”.
Additional References .
· Tom Mitchell, Machine Learning, 1997 [The class notes are based on it.] 
· Michael Berry & Gordon Linoff, Mastering Data Mining, John Wiley & Sons, 2000. 

· Patricia Cerrito, Introduction to Data Mining Using SAS Enterprise Miner, ISBN: 978-1-59047-829-5, SAS Press, 2006. 

· K. Cios, W. Pedrycz, R. Swiniarski, L. Kurgan, Data Mining: A Knowledge Discovery Approach, Springer, ISBN: 978-0-387-33333-5, 2007. 

· Margaret Dunham, Data Mining Introductory and Advanced Topics, ISBN: 0130888923, Prentice Hall, 2003. 

· U. Fayyad, G. Piatetsky-Shapiro, P. Smyth, R. Uthurusamy, editors, Advances in Knowledge Discovery and Data Mining, AAAI/MIT Press, 1996 (order on-line from Amazon.com or from MIT Press). 

· Jiawei Han, Micheline Kamber, Data Mining : Concepts and Techniques, 2nd edition, Morgan Kaufmann, ISBN 1558609016, 2006. 

· David J. Hand, Heikki Mannila and Padhraic Smyth, Principles of Data Mining , MIT Press, Fall 2000 

· Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning: Data Mining, Inference, and Prediction, Springer Verlag, 2001. 

· Mehmed Kantardzic, Data Mining: Concepts, Models, Methods, and Algorithms, ISBN: 0471228524, Wiley-IEEE Press, 2002. 

· Daniel T. Larose, Discovering Knowledge in Data: An Introduction to Data Mining, ISBN: 0471666572, John Wiley, 2004 (see also companion site for Larose book). 

· Glenn J. Myatt, Making Sense of Data: A Practical Guide to Exploratory Data Analysis and Data Mining, John Wiley, ISBN: 0-470-07471-X, November 2006. 

· Olivia Parr Rud, Data Mining Cookbook, modeling data for marketing, risk, and CRM. Wiley, 2001. 

· Pang-Ning Tan, Michael Steinbach, Vipin Kumar, Introduction to Data Mining, Pearson Addison Wesley (May, 2005). 
Hardcover: 769 pages. ISBN: 0321321367 

· Sholom M. Weiss and Nitin Indurkhya, Predictive Data Mining: A Practical Guide, Morgan Kaufmann, 1997 

· Graham Williams, Data Mining Desktop Survival Guide, on-line book (PDF). 

· Ian Witten and Eibe Frank, Data Mining, Practical Machine Learning Tools and Techniques with Java Implementations, Morgan Kaufman, ISBN 1558605525, 1999. 

· Ian Witten and Eibe Frank, Data Mining: Practical Machine Learning Tools and Techniques, 2nd Edition, Morgan Kaufmann, ISBN 0120884070, 2005. 

Other Reading Material 

Research papers will be available from Conference Proceedings or Journals available from the Web.  

(Links appear in the Syllabus table below, in the Readings column)

List of Major Approaches Surveyed 

· Version Spaces 

· Decision Trees 

· Artificial Neural Networks 

· Bayesian Learning 

· Instance-Based Learning 

· Support Vector Machines 

· Meta-Learning Algorithms
· Rule Learning/Inductive Logic Programming 

· Unsupervised Learning/Clustering 

· Genetic Algorithms 

List of Theoretical Issues Considered

· Experimental Evaluation of Learning Algorithms 

· Computational Learning Theory 

List of Major Themes Surveyed 

To expose you to current topics of interest in the data mining and machine learning community, I have chosen to study the topics listed in the following poll of Dec 1-5, 2008.
KDnuggets : Polls : Important Data Mining Topics
	Which of the following Data Mining (DM) topics are most important for your work or research? (Choose top 3) [113 voters] 

	Scaling up DM algorithms for huge data (46)
	[image: image1.png]




 INCLUDEPICTURE "http://www.kdnuggets.com/polls/graph/g1.gif" \* MERGEFORMATINET [image: image2.png]




 INCLUDEPICTURE "http://www.kdnuggets.com/polls/graph/g1.gif" \* MERGEFORMATINET [image: image3.png]


41%

	Mining text (33)
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29%

	Automating data cleaning (30)
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27%

	Dealing with unbalanced and cost-sensitive data (29)
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26%

	Mining data streams (20)
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18%

	Mining links and networks (19)
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17%

	Unified theory of DM (18)
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16%

	DM for biological problems (16)
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14%

	DM with privacy (10)
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8.9%

	Mining images (8)
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7.1%

	DM for security applications (6)
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5.4%

	Distributed (multi-agent) DM (4)
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3.6%

	Other (21)
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8%


Course Support: 

         Schedule of Presentations 

         Timetable for Homework 
         Suggested Outline for Paper Commentaries 

         Project Description 
         Guidelines for the Final Project Report 
Machine Learning Ressources on the Web: 

         David Aha's Machine Learning Resource Page 
         UCI Machine Learning 
         WEKA 

         Free Book: Information Theory, Inference, and Learning Algorithms, David MacKay 





Syllabus:

	Week
	Topics
	Readings

	Week 1: 

Jan 4-8
	Introduction: Organizational Meeting 
	

	Week 2: 

Jan 9-15
	Introduction: Overview of Machine Learning 
Approach: Versions Space Learning
	Texts: 
Witten & Frank: Chapter 1 


Texts: 
 Nilsson: Chapter 3 

	Week 3: 

Jan 16-22

Homework 1 HANDED OUT on Monday
	Approach: Decision Tree Learning 



Theme: Text Mining
	Texts: 
Witten & Frank, Sections 4.3 & 6.1 

Theme: Text Mining 

· http://www.cs.cmu.edu/~deepay/mywww/papers/kdd08-quicklinks.pdf
· http://scottyih.org/fpr497-kolcz.pdf
· http://www1.i2r.a-star.edu.sg/~xlli/publication//ECML_PKDD_Li_2007.pdf 

 


	Week 4: 

Jan 23-29 


	 Theoretical Issue: Experimental Evaluation of Learning Algorithms 


	Texts: 
Witten & Frank, Chapter 5; Japkowicz & Shah, Chapter 6
Theme: Evaluation of learning Systems 

· http://www.site.uottawa.ca/~nat/Papers/visualization-ecml08-final.pdf and http://www.site.uottawa.ca/~nat/Papers/ICTAI_ver6tex.pdf
· http://www.csd.uwo.ca/faculty/ling/papers/ijcai07.pdf
· http://www.cs.waikato.ac.nz/~remco/binrep.pdf   

	Week 5: 

Jan 30- Feb 5
Homework 1 DUE on Monday 
	Approach: Artificial Neural Networks 


Theme: Cost-Sensitive Learning
	Texts:                                                                                                                         Witten & Frank, pp. 223-235

Theme: Cost-Sensitive Learning and Class Imbalances 

· http://icml2008.cs.helsinki.fi/papers/150.pdf
· Gary M. Weiss (2004). "Mining with Rarity: A Unifying Framework", SIGKDD Explorations 6(1):7-19, June 2004. 

· http://research.microsoft.com/users/mbilenko/kdd_old/kdd/p124.pdf
· http://www.machinelearning.org/proceedings/icml2007/paprs/62.pdf


	Week 6: 

Feb 6 - 12
 

Project Proposal DUE on Thursday 

Homework 2 HANDED OUT on Thursday 
	Approach: Bayesian Learning 


Theme: Scaling up Data Mining 
	Texts: Witten & Frank, Sections 4.2 and 6.7

Theme: Scaling up Data Mining
· http://www.hpl.hp.com/techreports/2008/HPL-2008-29R1.html
· http://infolab.stanford.edu/~echang/kdd-rtp836-chen.pdf
· http://www.cam.cornell.edu/~sharad/papers/fast-search.pdf  



	Week 7: 

Feb 13 - 19
	Approach: Instance-Based Learning 

Theme: Mining Data Streams
	Texts: Witten & Frank, Sections 4.7 and 6.4


Theme: Mining Data Streams
· http://www1.cs.columbia.edu/~wfan/PAPERS/ICDM07stream.pdf
· http://www.charuaggarwal.net/frp430-aggarwal.pdf
· http://www.cs.uu.nl/groups/ADA/pubs/2008/streamkrimp-vanleeuwen,siebes.pdf 

	Week 8:

Feb 20 - 26
	STUDY BREAK
	STUDY BREAK

	Week 9: 

Feb 27 -  Mar 5

Homework 2 DUE on Monday 
	Approach: Rule Learning

Theme: Data Cleaning

	Texts: Witten & Frank, Sections 4.4 and 6.2

Theme: Data Cleaning 

· http://www.cs.sfu.ca/~jpei/publications/dmv-kdd07.pdf
· http://db.cs.washington.edu/semex/reconciliation_sigmod.pdf
· http://www.vldb.org/conf/2001/P371.pdf 

 

	Week 10: 

Mar 6 - 12 

Homework 3 HANDED OUT on Monday
	Approach: Support Vector Machines


Theme: Privacy Preserving Data Mining

	Texts: Witten & Frank, Sections 4.6 and 6.3

Theme Papers: 

Your choice of 3 papers from this very nice bibliography (each presenter chooses a paper):

· http://www.cs.umbc.edu/~kunliu1/research/privacy_review.html


	Week 11:

Mar 13 - 19 
	Approach: Classifier Combination


 Theme: Mining Link and Network Data
	Texts: Witten & Frank, Section 7.5


Theme Papers: Mining Link and Network Data 
· http://linqs.cs.umd.edu/basilic/web/Publications/2008/sen:umtr08/ai-mag-tr08.pdf
· http://www.cs.uiuc.edu/homes/hanj/pdf/icdm02_gspan.pdf
· http://www.cs.cornell.edu/home/kleinber/link-pred.pdf  

	Week 12: 

Mar 20 - 26 

Homework 3 DUE on Monday 
	Theoretical Issue: Computational Learning Theory 



Theme:  Data Mining for Security Applications
	Texts: See Tom Mitchell’s book

Theme Papers: Data Mining for Security Applications
· http://www.fas.org/sgp/crs/intel/RL31798.pdf
·  http://sneakers.cs.columbia.edu/ids/publications/acsac2008.pdf
· http://jmlr.csail.mit.edu/papers/volume7/kolter06a/kolter06a.pdf 

	Week 13: 

Mar 27 – Apr 2
	Approach: Unsupervised Learning 
Approach:  Genetic Algorithms 


	Texts: Witten & Frank, Sections 4.8 and 6.6.


Texts: See Tom Mitchell’s book

	Week 14: 

Apr 3 – 9
	Projects Presentation
	

	Week 15: 

Apr 10
	Projects Presentation
	


