CSI5387: Concept-Learning Systems
Winter 2009
Assignment 3
Handed in on March 10, 2009
Due on March 24, 2009
In this assignment, I am asking you to compare the performance of four classification approaches, several domains, and several evaluation metrics, using the visualization tool that I designed along with Rocio Alaiz-Rodriguez and Peter Tischer. [You read about this tool earlier in the term]. Alex Kouznatsov (here at U of O) helped implement it as a tool compatible with WEKA.
Please, use the same data sets as those used in your previous assignments (but you don’t need to use as many as you did there), and use the following five algorithms for your experiments. You can use the same four evaluation metrics you used in the last assignment:

· Decision Trees

· Ripper (Rule Learning system (JRip in WEKA)

· SVMs (SMO in Weka)

· Decision Trees with AdaBoost

· Random Forests

There are two purposes to your assignment (other than getting you familiar with these new algorithms):

· To report on any bugs or things that you find are missing from the tool (For this, you can run experiments of the kind described in the papers you read)

· To come up with other innovative uses of the tool (Use your imagination for that part!)

On the  following pages you will find a description of the tool:

WEKA-GGoby interface

PRODUCT

It is a set of tools to visualize the Machine Learning (ML)  experiments

results evaluation. The set includes:


(1) Our modification of popular ML package WEKA


(2) Popular visualization package  GGoby (with embedded  plugin 

            GGvis, addressed to MDS projections)

DELIVERY

Modified WEKA:

The code to be installed is deployed on:

http://www.site.uottawa.ca/~akouz086/Visualization/Modified_Weka_3_5/
Includes:

(1) Zipped file with WEKA folder: Weka-3-5.rar

(2) The same folder unzipped: Weka-3-5/

GGoby:

There are two executed installers:

http://www.site.uottawa.ca/~akouz086/Visualization/gtk-2.12.9-win32-2.exe
http://www.site.uottawa.ca/~akouz086/Visualization/ggobi-2.1.8.exe
INSTALLATION (for Windows)

Modified WEKA:

1. Check, do you have Java runtime already installed on your PC.

   Otherwise you can install it (for example, from here:

            http://java.com/en/download/manual.jsp  )

2. Download WEKA  folder on your PC. (Note: In case you have WEKA

   3-5-8 already installed on your side, you can instead downloading 

   Whole WEKA folder just to  replace your existed weka.jar file with

http://www.site.uottawa.ca/~akouz086/Visualization/Modified_Weka_3_5/Weka-3-5/
)

GGoby:

1. Download both installers.

2. Click on downloaded gtk installer and follow to the instructions 

   step by step

3. Click on downloaded ggobi installer and follow to the instructions

   step by step

USING

1. Start Weka (click on RunWeka.exe in the Weka folder). Note: I would

   suggest maximizing all Weka windows and panels that are coming.

2. Select “Applications” on main menu, select “Experimenter” on

   “Applications” sub menu

3. As “Set Up” tab of Experimenter panel is coming,  press the

   button “New”

4. Press the button “Add new…” in Datasets section to select a file

   With data set. Do it a few times to select a few different data sets

5. Press the button “Add new…” in Algorithms section to select an

   algorithm. Do it a few times to select a few different algorithms.

   (Note: all selected algorithms should be relevant to all selected 

   data, for example: in case you have at least one algorithm that 

   works only with numeric data, all data sets should be numeric). You 

   can save your experiments configuration.  You can specify the file 

   to keep experiments results.

6. Click on the Run tab (left up corner) , it should move on Run

   tab of Experimenter panel

7. Press the “Start” button. If  “There were 0 errors” message

   comes then the run is completed correctly. Otherwise one or more 
   selected data set(s) do not match to data requirements for one or 
   more selected algorithm(s).Go back on Set Up tab and fix it by 
   changing selected data sets or/and algorithms.

   Note: Until this point we are using original Weka functionality. 
   More details could be find in the WEKA documentation.

8. Click on Analyse tab. It should move on Analyse tab  of Experimenter

   panel. In case Run was completed correctly, the “Visualization” 
   button on Analyse tab   should get enable. Note: Since this point we 
   are using our new WEKA functionality.

9. Press the “Visualization” button. Our Visualization form should come 
   as a new window.

10.Some form’s elements are not functional at the moment (under

   development or planned be discarded). You can use following 
   elements:

          Algorithms

          Datasets

          Measures

          Distance Metrics

   Buttons “exclude” are expected to get enable as an item in the 

   Relevant list is selected. Buttons “reset” are expected to get 
   enable as at least one item in the relevant list is excluded.

   You can use Algorithms and Datasets lists to modify (reduce) lists

   originally selected on the setup page (in case you do not need some    

   of Algorithms or Datasets for current visualization).

   The list Measures serves to select performance measures from 10

   pre-selected measures. You can select from two possible Distance 
   Metrics: Euclidian and Manhattan.

11.The visualization functionality output consists of 3 files. So far

   files names and paths are hard coded as:

          Weka-3-5\exportXMLbyClassifiers.xml

          Weka-3-5\ exportXML.xml

          Weka-3-5\ export.csv

   (The files are located in the downloaded WEKA 3-5 folder)

   These files are created (updated) as visualization form is loaded or 
   As any setting on Algorithms or Datasets or Measures list  is 

   changed. (Note: so far changes on Distance Metrics do not produce 
   output files upgrade. Therefore please reset an list as Distance 
   Metrics is changed in order to make the changes in effect).

   Output files serve to transfer data from WEKA to ggoby.

12.File export.csv serves to export algorithms performance evaluation

   results in Excel format that is  recognizable for ggoby (but not for

   ggvis)

13.File exportXML.xml serves to export algorithms performance 

   Evaluation results in xml format that is recognizable for both ggoby 
   itself and ggvis. The data includes dissimilarity  (Euclidian or 
   Manhattan distance) between each particular experiment (instance). 
   The focus is on dataset-algorithm pairs, measures are variables 
   (attributes). Each pair is an instance to be visualized (is a dot on 
   the visualization spot).

14.File exportXMLbyClassifiers.xml serves to export algorithms 

   performance evaluation results in xml format that is recognizable 
   for both ggoby itself and ggvis. The data includes dissimilarity  
   (Euclidian or Manhattan distance) between each particular experiment 
   (instance). The focus is on algorithms, datasets and measures are 
    variables (attributes) . Each pair is an instance to be visualized 
   (is a dot on the visualization spot).

15.Output files could be opened in GGoby. GGvis could be called from

   GGoby (tools menu). Please refer GGoby and GGvis user documentation 
   For all details.  (Good paper about GGvis is here:

http://www-stat.wharton.upenn.edu/~buja/PAPERS/paper-mds-jcgs.pdf












