Csi5387: Concept Learning
Winter 2009
Assignment 2
Question: Do more informed evaluation measures give us more information about the future?

Classifier evaluation can be undertaken by three types of metrics:

· Threshold Metrics

· Ranking Metrics

· Probabilistic Metrics

· Entropy Metrics

See Caruana, R. and Niculescu-Mizil, A., 2004: “Data Mining in Metric Space: An empirical analysis of supervised learning performance criteria”, in KDD’2004 and Ferri, C., Hernandez-Orallo, J. and Modroiu, R., “An Experimental Comparison of Performance Measures for Classification” in Pattern Recognition Letters, 30, 2009, pp.27-38. Igor Kononenko, Ivan Bratko: Information-Based Evaluation Criterion for Classifier's Performance. Machine Learning 6: 67-80 (1991)).
Many of the metrics discussed in these papers are implemented in WEKA (look at the more options button just prior to running your experiment and click on “Output Entropy Evaluation Measures” to get the ones by Kononenko and Bratko). To get the AUC, go to the bottom left window of explorer and right click on the line describing the experiment you just ran. You will be given the possibility, among others to visualize the threshold curve. This will show you the ROC Curve and give you the AUC as well. 
Ranking, Probabilistic and Entropy Metrics are more informed than Threshold Metrics. The question is: does the extra information provided by these metrics makes a difference in determining which one is the best classifier for future data. 
I will ask you to investigate this question by comparing three different types of classifiers: Decision Tree, Neural Network, Naïve Bayes, and IBk (Instance Based Learning/Nearest Neighbours) on domains extracted from the UCI Repository for Machine Learning.
Select large enough domains to be able to set aside a testing set. Alternatively, choose only UCI data sets that come with a training and a testing set.  With the training data, perform 10-fold cross-validation and record the classifiers’ rankings on each domain, according to: Accuracy (a threshold metric), AUC (a ranking metric), RMSE (a probabilistic metric) and K & B’ Info Score (an Entropy Measure). Run appropriate statistical tests to find out whether the observed differences are statistically significant. Feel free to add some of the considerations on replicability that you read about on week 2.

Test whether the results you obtained on the training set pan out on your testing set. We will assume that what we most care about on the testing set are the TP Rate and the FP Rate on the positive class.  [Note: You may either use the best classifier you generated during your 10-fold cross-validation experiments to test or you may want to retrain each classifier on all the training data and test it on the testing data put aside. Do not, however, use the testing data to decide which of these two options is best. The testing data should be used only once to report the final results. All the parameter settings, various trials etc. should be done on the training data].
You may want to look at the question under different domain conditions. For example, whether the data set is large or small; balanced or imbalanced; noisy or not; binary or multiclass and so on.

Discuss whether AUC,  RMSE or K & B’s Info Score have an edge over Accuracy when it comes to predicting the classifiers’ behaviour on the test data. 

 Regarding the classifiers: IBk and NaiveBayes will be easy for you to figure out. Neural Nets are not as obvious, because you need to set their parameters well for them to work well. If you do a good job of setting their parameters, they’ll work wonderfully for you. The main parameter to set is the number of hidden units. Another important one is the training time (or number of epochs). You may want to play a little bit with the learning rate and the momentum, but that probably won’t be necessary. Use only one hidden layer. It is usually not necessary to use more.
Try to do a good job: ICML will be in Montreal this summer and, I am co-chairing another workshop on evaluation there. I am hoping that we will be able to combine the best  assignments you give me into a joint paper at that workshop!  

