CSI5387 Concept Learning Systems/Machine Learning 



Instructor 

Nathalie Japkowicz 
Office: STE 5-029
Phone: 562-5800 ext. 6693 
E-mail: nat@site.uottawa.ca 

Meeting Times and Locations 

· Time: Mondays 11:30am-1:00pm; Thursdays 1:00pm-2:30pm; 

· Location: Simard 422 

Office Hours and Locations 

· Times: Monday, 1:15pm-2:15pm and Thursdays 2:45pm-3:45pm; 

· Location: STE 5-029; 

Overview 

Machine Learning is the area of Artificial Intelligence concerned with the problem of building computer programs that automatically improve with experience. The intent of this course is to present a broad introduction to the principles and paradigms underlying machine learning, including presentations of its main approaches, discussions of its major theoretical issues, and overviews of its most important research themes. 

Course Format

The course will consist of a mixture of regular lectures and student presentations. The regular lectures, based on the textbook, will cover descriptions and discussions of the major approaches to Machine Learning as well as of its major theoretical issues. The student presentations will focus on the most important themes we survey. These themes will mostly be approached through recent research articles from the Machine Learning literature. 

Evaluation 

Students will be evaluated on short written commentaries and oral presentations of research papers (20%), on a few homework assignments (30%), and on a final class project of the student's choice (50%). For the class project, students can propose their own topic or choose from a list of suggested topics which will be made available at the beginning of the term. Project proposals will be due in mid-semester. Group discussions are highly encouraged for the research paper commentaries and students will be allowed to submit their reviews in teams of 3 or 4. However, homeworks and projects must be submitted individually. 
Pre-Requisites 

Students should have reasonable exposure to Artificial Intelligence and some programming experience in a high level language. 

Required Textbooks 

· Ian Witten and Eibe Frank, Data Mining: Practical Machine Learning Tools and Techniques, 2nd Edition, Morgan Kaufmann, ISBN 0120884070, 2005. 

· Introduction to Machine Learning, Nils J. Nilsson (Draft of a Proposed Textbook available on the Web; Available for free)

Additional References .
· Tom Mitchell, Machine Learning, 1997 [The class notes are based on it.]

· Michael Berry & Gordon Linoff, Mastering Data Mining, John Wiley & Sons, 2000. 

· Margaret Dunham, Data Mining Introductory and Advanced Topics, ISBN: 0130888923, Prentice Hall, 2003. 

· U. Fayyad, G. Piatetsky-Shapiro, P. Smyth, R. Uthurusamy, editors, Advances in Knowledge Discovery and Data Mining, AAAI/MIT Press, 1996 (order on-line from Amazon.com or from MIT Press). 

· Jiawei Han, Micheline Kamber, Data Mining : Concepts and Techniques, Morgan Kaufmann, ISBN 1558604898, 2000. 

· David J. Hand, Heikki Mannila and Padhraic Smyth, Principles of Data Mining , MIT Press, Fall 2000 

· Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning: Data Mining, Inference, and Prediction, Springer Verlag, 2001. 

· Mehmed Kantardzic, Data Mining: Concepts, Models, Methods, and Algorithms, ISBN: 0471228524, Wiley-IEEE Press, 2002. 

· Daniel T. Larose, Discovering Knowledge in Data: An Introduction to Data Mining, ISBN: 0471666572, John Wiley, 2004 (see also companion site for Larose book). 

· Olivia Parr Rud, Data Mining Cookbook, modeling data for marketing, risk, and CRM. Wiley, 2001. 
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Pang-Ning Tan, Michael Steinbach, Vipin Kumar, Introduction to Data Mining, Pearson Addison Wesley (May, 2005). 
Hardcover: 769 pages. ISBN: 0321321367 

· Sholom M. Weiss and Nitin Indurkhya, Predictive Data Mining: A Practical Guide, Morgan Kaufmann, 1997 

Other Reading Material 

Research papers will be available from Conference Proceedings or Journals available from the Web.  

(Links appear in the Syllabus table below, in the Readings column)

List of Major Approaches Surveyed 

· Version Spaces 

· Decision Trees 

· Artificial Neural Networks 

· Bayesian Learning 

· Instance-Based Learning 

· Support Vector Machines 

· Classifier Combinations

· Rule Learning/Inductive Logic Programming

· Unsupervised Learning/Clustering 

· Genetic Algorithms 

List of Theoretical Issues Considered

· Experimental Evaluation of Learning Algorithms 

· Computational Learning Theory 

List of Major Themes Surveyed 

· Feature Selection 

· Learning from Massive Data sets 

· Cost-Sensitive Learning 

· The class imbalance problem

· Mining Association Rules

· Data Visualization 

· Classifier Parallelization

· Privacy Preserving Data Mining 

Course Support: 

· Schedule of Presentations 
· Timetable for Homework 
· Suggested Outline for Paper Commentaries 

· Project Description 
· Guidelines for the Final Project Report 
Machine Learning Ressources on the Web: 

· David Aha's Machine Learning Resource Page 

· 
UCI Machine Learning 
· WEKA 





Syllabus:

	Week
	Topics
	Readings

	Week 1: 

Jan 4-8
	Introduction: Organizational Meeting 
	

	Week 2: 

Jan 9-15
	Introduction: Overview of Machine Learning 
Approach: Versions Space Learning
	Texts: 
Witten & Frank: Chapter 1 


Texts: 
 Nilsson: Chapter 3 

	Week 3: 

Jan 16-22

Homework 1 HANDED OUT on Monday
	Approach: Decision Tree Learning 



Theme: Feature Selection 
	Texts: 
Witten & Frank, Sections 4.3 & 6.1 

Background for the Theme: 

Witten & Frank, Section 7.1 [Also, Chapter 2]

Theme Papers:
· Wrappers for Feature Subset Selection (1997) ,  Ron Kohavi, George H. John, Artificial Intelligence
· Feature Selection for High-Dimensional Data: A Fast Correlation-Based Filter Solution, Yu & Liu, 2003. 
· An Introduction to Variable and Feature Selection  
 


	Week 4: 

Jan 23-29 


	 Theoretical Issue: Experimental Evaluation of Learning Algorithms 

No Theme this week: Papers discuss the theoretical issue
	Texts: 
Witten & Frank, Chapter 5
Theoretical Issue Papers: 

· ROC Graphs: Notes and Practical Considerations for Data Mining Researchers, by Tom Fawcett, Submitted to Knowledge Discovery and Data Mining, 2003.

· ROC Confidence Bands: An Empirical Evaluation, Macskassy, S., Provost, F. and Rosset, S. 

· What ROC Curves Can't Do (and Cost Curves Can)  

	Week 5: 

Jan 30- Feb 5
Homework 1 DUE on Monday 
	Approach: Artificial Neural Networks 


Theme: Cost-Sensitive Learning
	Texts:                                                                                                                         Witten & Frank, pp. 223-235

Papers: 

· Elkan, 2001 

· http://hunch.net/~jl/projects/reductions/costing/finalICDM2003.pdf
· http://www.lans.ece.utexas.edu/course/ee380l/05sp/papers/abe04multiclass.pdf 
 

	Week 6: 

Feb 6 - 12
 

Project Proposal DUE on Thursday 

Homework 2 HANDED OUT on Thursday 
	Approach: Bayesian Learning 


Theme: The class imbalance problem 
	Texts: Witten & Frank, Sections 4.2 and 6.7
Theme Papers: 

· Gary M. Weiss (2004). "Mining with Rarity: A Unifying Framework", SIGKDD Explorations 6(1):7-19, June 2004. 
· SMOTE, Nitesh Chawla
· Batista

	Week 7: 

Feb 13 - 19
	Approach: Instance-Based Learning 

Theme: Text Mining
	Texts: Witten & Frank, Sections 4.7 and 6.4


Theme Papers: 

· W. Fan, L. Wallace, S. Rich, Z. Zhang, Tapping into the power of text mining, Communications of ACM, forthcoming, 2005. 

· http://www.cs.utexas.edu/users/ml/papers/discotex-melm-03.pdf


	Week 8:

Feb 20 - 26
	STUDY BREAK
	STUDY BREAK

	Week 9: 

Feb 27 -  Mar 5

Homework 2 DUE on Monday 
	Approach: Rule Learning

Theme: Mining Association Rules 

	Texts: Witten & Frank, Sections 4.4 and 6.2
Theme Papers: 

· Algorithms for Association Rule Mining A General Survey and Comparison (2000)  
Jochen Hipp, Ulrich Güntzer, Gholamreza Nakhaeizadeh SIGKDD Explorations
· A Multiple Tree Algorithm for the Efficient Association of Asteroid Observations. Jeremy Kubica, Andrew Moore, Andrew Connolly, Robert Jedicke, KDD-05
·  Improving Discriminative Sequential Learning with Rare-but Important Associations. Phan Xuan-Hieu, Nguyen Le-Minh, Ho Tu-Bao, Horiguchi Susumu


 

	Week 10: 

Mar 6 - 12 

Homework 3 HANDED OUT on Monday
	Approach: Support Vector Machines


Theme: Privacy Preserving Data Mining

	Texts: Witten & Frank, Sections 4.6 and 6.3
Theme Papers: 

· Limiting Privacy Breaches in Privacy Preserving Data Mining
· A New Scheme on Privacy-Preserving Data Classification. Nan Zhang, Shengquan Wang, Wei Zhao , KDD-05
· Anonymity-Preserving Data Collection. Zhiqiang Yang, Sheng Zhong, Rebecca N. Wright , KDD-05


	Week 11:

Mar 13 - 19 
	Approach: Classifier Combination


 Theme: Classifier Parallelization 
	Texts: Witten & Frank, Section 7.5

Papers: 

· Strategies for Parallel Data Mining, David Skillicorn
· Parallel Data Mining of Bayesian Networks from Gene Expression Data
· Ruoming Jin and Gagan Agrawal, “Communcation and Memory Efficient Parallel Decision Tree Construction”, in the Third SIAM International Conference on Data Mining (SDM), 2003. 

	Week 12: 

Mar 20 - 26 

Homework 3 DUE on Monday 
	Theoretical Issue: Computational Learning Theory 



Theme:  Data Visualization
	Texts: See Tom Mitchell’s book
Theme Papers: 

· http://www.ailab.si/blaz/predavanja/ozp/gradivo/2002-Keim-Visualization%20in%20DM-IEEE%20Trans%20Vis.pdf
·  Classification and Visualization for High-Dimensional Data
· On interactive visualization of high-dimensional data using the hyperbolic plane

	Week 13: 

Mar 27 – Apr 2
	Approach: Unsupervised Learning 
Approach:  Genetic Algorithms 


	Texts: Witten & Frank, Sections 4.8 and 6.6.


Texts: See Tom Mitchell’s book

	Week 14: 

Apr 3 – 9
	Projects Presentation
	

	Week 15: 

Apr 10
	Projects Presentation
	


