CSI5387: Concept-Learning Systems
Winter 2006

Assignment 1

Handed in on January 16, 2006

Due on February 6, 2006

Question 1: Consider a concept-learning problem in which each instance is a real number and in which each hypothesis is an interval over the Reals. More precisely, each hypothesis in the hypothesis space H is of the form a < x < b, where a and b are any real constants, and x refers to the instance. For example, the hypothesis 4.5 < x < 6.1 classifies instances between 4.5 and 6.1 as positive, and others as negative. 
a. Explain informally why there cannot be a maximally specific consistent hypothesis for any set of positive training examples. Suggest a slight modification to the hypothesis representation so that there will be. [Mitchell, Problem 2.7 p. 49]
b. Given the following training set:



Positive examples: 3.2, 6.4, 7.9, 10.2



Negative examples: 3.5, 8, 12

      What concept is learned, using the candidate-elimination algorithm and your new 

      hypothesis representation of question a.

Question 2: Consider the following four UCI data sets:

· Abalone (please, consider class 19 as the positive class and everything else as the negative class)

· Car  (please, consider class 3 as the positive class and everything else as the negative class)

· Heart Disease (Cleveland) (please, consider class 1 as the positive class and everything else as the negative class)
· Letter (please, consider class 4 as the positive class and everything else as the negative class)

These data sets are all imbalanced, which means that there are very few instances of one class relative to the other. Here, we consider the small class to be the positive one (the class of interest). A standard classifier will tend to ignore the small class (or part thereof) and classify a majority of the data as negative. A traditional evaluation measure such as accuracy will indicate good performance. However, this will not be representative since a good portion of the positive data is likely to be misclassified. 

Question 2.1: In this problem, you will be asked to test the performance of C4.5 (J48 in Weka) with respect to three evaluation methods: Accuracy (please, include significance results), ROC Analysis, Cost Curves. Please show and discuss your results. [Note: Confidence intervals have been derived for ROC Analysis and Cost Curves, but you don’t need to experiment with these] 
[To do this part of the assignment you may want to read Chapter 5 of Witten and Frank as well as the papers of Week 4, ahead of time, to understand the issues]

Note: 

a. A new software package called TANAGRA claims it implemented tools to perform ROC Analysis. The package is available from (I didn’t check it. Please, let me know how useful it is):   http://eric.univ-lyon2.fr/~ricco/tanagra/en/tanagra.html
b. I will try to obtain a software package for Cost-Curves as well.

Question 2.2  As seen in some of the papers we read in Week 3, Feature Selection can help improve on the regular performance of a classifier. In this part of the assignment, I am asking you to experiment with three Feature Selection methods (of your choice) implemented in Weka. Do these methods help in the case of the four data sets above? Please, show and discuss your results.

Optional Question: If you are interested and find that this assignment didn’t take that much time (!), you can have a look at: Z. Zheng, X. Wu and R. Srihari, "Feature Selection for Text Categorization on Imbalanced Data," ACM KDD Explorations Newsletter, 6(1), June 2004: 80-89. [pdf]
(available at:  http://www.cedar.buffalo.edu/~rohini/publications.html) and implement their Feature Selection method or design your own simpler (or more complex, but more useful) method, based on their idea to compare with the standard Feature Selection Methods of WEKA). If you are interested in this question, but don’t have time to explore it now, you can always suggest a final project revolving around this issue. 
