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QUESTION #1 (each question is 5 points, total 20) 
Define, compare and comment on the following (within 1-3 sentences each):
a. Two processors require access to the same line of data from data memory. Processors have a cache and use the write-back write invalidated (MSI) protocol. Is it possible for two processors that share the same bus to repeatedly invalidate each other’s data even though they do not share any variable?
It is possible if processors write to the different addresses in the main memory which belong to the same cache line.

b. Does efficiency of a program running on a parallel machine depend on the problem size (in the parallel addition problem, the problem size is the number of elements to add in parallel)? Why?

Yes, since speed-up depend on the problem size. Better speed-up can be achieved if we increase the problem size because less relative time will be used for overhead.
c. What is the difference between the lock and the barrier?  

Barrier is used for global synchronization. Barriers ensure that n processes will come to the same point defined by barrier. Locks are used for mutual exclusion when the shared variable is accessed. 
d. Explain the difference among the full-map, limited and chained directories in the directory protocols. 
Full-map and limited directory are centralized directories while chained is a distributed directory. Difference between full-mapped and limited is that in full-mapped there are one bit per each cache. In order to decrease the size of directories, the directories with fixed number of pointers are used (limited directories).
QUESTION #2 (a 15 points, b 15 points, total 30 points)
a) Consider a multiprocessor system with 3 processors P1, P2 and P3. Assume that they are connected either using a shared bus, linear array or a ring. At time instant 1, all three processors would like to send a message: P1 should send to P2, P2 to P3, and P3 to P1. Assume every link of every interconnect is the same speed. How long does this communication take and why? 

1. Bus

3 time units – data has to be sent sequentially
2. Ring

1 time unit  – data can be sent simultaneously through each link
3. Linear array

3 time units – data is sent at the same time from P1->P2 and P2->P3. After this, 2 time units are needed to send a message from P3 to P2.
b) Answer the following questions:

1. What is the diameter of a star network with 16 processors? 

2
2. What is the bisection width of a linear array with 32 processors?

1
3. What is the number of 2x2 switches in a 16x16 baseline multistage network?
32
QUESTION #3 (a 19 points, b 15 points (b1 to b3 each 5 points), total 34 points)
a) A four-processor shared-memory system implements the MESI protocol for the cache coherence. For the following sequence of memory references, show the state of the line containing the variable a in each processor’s cache after each reference is resolved. Each processors start out with the line containing a invalid in their cache.
	
	State of P0’s cache
	State of P1’s cache
	State of P2’s cache
	State of P3’s cache
	

	P0 reads a
	E
	I
	I
	I
	(3pt)

	 P1 reads a
	S
	S
	I
	I
	(3pt)

	P2 reads a
	S
	S
	S
	I
	(3pt)

	P3 writes a
	I
	I
	I
	M
	(5pt)

	P0 reads a
	S
	I
	I
	S
	(5pt)
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MESI cache coherence protocol

b) Consider a multiprocessing system with 8 processors that have their local caches and they are connected to the main memory.

1. If Full Map Directory cache coherence protocol is implemented, what is the number of bits per directory? Why?

1 bit is used per processor, so that the number of bits is 8
2. If Limited Directory cache coherence protocol with only two pointers is implemented, what is the number of bits per directory? Why?

Log28=3, the number of bits per pointer is 3 and the total number of bits is 6
3. Assume that Full Map Directory cache coherence protocol with Centralized Directory Invalidate is implemented. Assume that directory for address X contained all 0s at the beginning. Fill the following table for the following sequence of instructions:

	Time instant
	Operation
	Content of the directory for X

	1
	Processor 0 – read X
	00000001

	2
	Processor 5 – read X
	00100001

	3
	Processor 0 – writes to X
	00000001


(From Lecture Notes) Centralized Directory Invalidate 
Invalidating signals and a pointer to the requesting processor are forwarded to all processors that have a copy of the block. Each invalidated cache sends an acknowledgment to the requesting processor.  After the invalidation is complete, only the writing processor will have a cache with a copy of the block. 

QUESTION #4 (a 10 points, b 6 points, c 7 points, total 23 points)
Consider a machine with 2 processors that share the same memory. Multiply and Accumulate operation is performed:

global_MAC= X[0]*Y[0]+ X[1]*Y[1]+… X[N-1]*Y[N-1]
The MAC subroutine is implemented on both processors and it is shown bellow. 
a. Modify the program to make it suitable for execution in a four-processor machine.
Lines 9 and 16: BARRIER (4)
Line 11: for (i =id*N/4; i < (id+1)*N/4; i++)
b. If processor P1 starts executing MAC subroutine before the processor P0, will the final result be different. Why?

No, the result will be the same because the processors are synchronized using BARRIER.
c. Suppose that we implement a similar program using NIOS IIf processors which have write-back caches and do not support cache coherence protocols. Will there be cache coherence problems? If yes, with which variable? Why?
Yes there will be cache coherence problems with global_MAC. After updating global_MAC by one processor, the old value of the global_MAC will still be in the main memory because of write-back cache coherence policy. Since, there is no cache coherence protocols implemented, the other processor will get non-updated value of global_MAC.
1.
id = mypid ();  // Assign identification number:  id=0 for processor 0, and id=1 for processor 1

2.
read_array(X, Y, N); //read arrays X and Y that have size N
3.
if (id == 0) //initialize the MAC
4.
{

5.

LOCK(global_MAC);

6.

global_MAC = 0;

7.

UNLOCK(global_MAC);

8.
}
9.
BARRIER(2); //waits for all processors to get to this point in the program

10.
local_MAC = 0; 
11.
for (i =id*N/2; i < (id+1)*N/2; i++)

12.

local_MAC += X[i]*Y[i];

13.
LOCK(global_MAC); 
14.
global_MAC += local_MAC;

15.
UNLOCK(global_MAC); 

16. 
BARRIER(2); //waits for all processors to get to this point in the program

17.
END;
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