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Abstract

Location-aware devices are one of the examples of variety of systems that can provide trajectory data. The formal definition of a trajectory is the path of a moving object in space as a function of time. Surveillance systems can now automatically detect moving objects and provide a useful dataset for further analysis. Clustering moving objects in a given scene can provide vital information about the trajectory patterns and outliers. The trajectory of an object may contain extended data at each position where the object was detected such as size, colour, etc. The focus of this work is to find an efficient trajectory clustering solution given the most fundamental trajectory data, namely position and time. The main challenge of clustering trajectory data is to handle the length of a single trajectory. The length of a trajectory can be extremely long in some cases. Hence it may cause problems to keep trajectories in main memory or it may be very inefficient to process them. Preprocessing trajectories and simplifying them will help minimize the effects of such issues. We will use some algorithms taken from literature in conjunction with some of our own algorithms in order to cluster trajectories in an efficient manner. In an attempt to accomplish this, we have designed a representation of a trajectory. Furthermore, we have designed and implemented algorithms to simplify and evaluate distances between these trajectories. Moreover, we proved that our distance function obeys triangulation properties which is beneficial for clustering algorithms. Our distance function is a variation of the Fréchet distance proposed in 1906 by Maurice René Fréchet. Additionally, we will illustrate how our work can be integrated with an incremental clustering algorithm to cluster trajectories.
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Chapter 1

Introduction

This thesis presents a technique to simplify, compare and cluster trajectories in an $\mathbb{R}^d$ plane. There are two main factors that must be taken into account when comparing trajectories. The first factor is the path of the object and the second factor is the velocity at which an object moves through space. Clustering is performed after preprocessing the trajectories using a simplification algorithm introduced here. The simplification speeds up the computation of the distance between trajectories which leads to a faster clustering algorithm. The approach presented here can be applied in a real-time scenario.

1.1 Motivation

The emergence of fast multi-core processors in the recent decade has made it possible for a numerous computer vision algorithms to evolve that once were not practical. Additionally, the increased availability of video technology has motivated researchers on the problem of video object tracking. Surveillance systems are used in a wide range of environments such as shopping malls, parking lots, industrial environments, military establishments. Tracking an object in space provides a tremendous amount of data with respect to the observed scene. Data such as the speed at which objects move and the path of the objects may further be used. Learning about objects movement patterns can be very useful for a lot of applications such as traffic light synchronization. Surveillance cameras may also benefit from information about these patterns. In the case of surveillance systems, one may use object’s movement patterns to distinguish between the typical paths of people or cars versus a unique path of an object. Such information may easily be extracted if the objects movements are clustered in groups.

In particular, taking advantage of such a system in order to synchronize traffic lights may
replace older technologies with a much cheaper solution. Traffic lights are used in almost all countries across the world and cities spend lots of money to maintain them. However the maintenance cost of traffic lights is not the only expense for the city. In order to synchronize the lights depending on the traffic, pavement sensors are installed to collect data with respect to traffic conditions. These sensors are called "inductive-loop traffic detectors" [19]. This data is further analyzed to synchronize traffic lights. The fact is that such systems are not only expensive to purchase and install but also they need to be maintained. In particular the cost can be exponential in the case of a need to replace a sensor due to its failure.

On the other hand, the cost of surveillance cameras have dropped over the last decade with the rise of new technologies. It is a cheaper solution to replace pavement sensors with cameras if the traffic conditions can be monitored using a simple camera. In order to monitor the traffic, the system must have the ability to track the movement of cars. Clustering objects movements can provide information about the frequency of objects moving from one direction to another. Such information can further be analyzed to interpret the traffic condition and synchronize traffic lights.

This clustering system can be beneficial when used in other applications as well. It may be a hard task for a human to observe a crowded scene in order to detect suspicious activities. Clustering movements of people can make it easier to look into unique movement patterns. The system can then notify the user about a unique movement in the crowd. Once such information is provided to the user, it becomes an easier task to identify suspicious activities.

In fact, clustering movements of objects can be applied to a whole array of problems in general. We have covered two particular examples so far. However, depending on how the data is collected, the applications may change. For example, biologists who study the migration patterns of birds and other animals may collect trajectory information by attaching positioning devices to the animals. Once the data is collected, clustering animals movements may provide them with a good visualization of animals' migration patterns.

1.2 Problem Description

The problem is the following. We want to design a system that takes a set of 3D trajectories of objects as input and cluster them such that similar trajectories end up in the same group together.

In general, we do not wish to make any assumptions as to how the input to our system was collected. However, in order to perform our experiments, we had to target a specific source of data. We had developed and implemented a surveillance tracking algorithm in the past at the
VIVA Lab which we used to collect our data. Our tracking algorithm was based on a model-free algorithm \cite{26} with some of our own enhancement to it. The main modification to the algorithm was the incorporation of a Kalman filter \cite{17} as a predictor of object’s position.

In order to ensure that the system can be applied in a real-world environment, we would like the clustering algorithm to satisfy two main properties; (1) The clusters in the system must incrementally evolve. (2) The system must be smart to make use of memory and processor resources appropriately.

The former property is there to ensure that the system can be applied in a real-time scenario. For instance, take the traffic light synchronization problem for example. In such a scenario, the system must be adaptive to changes in the traffic conditions in real-time to synchronize traffic lights appropriately. The latter property is there to ensure that the system can independently run for a long time. The latter property is crucial because a single trajectory may need a lot of memory resources. Keeping all trajectories in main memory will cause the system to run out of memory. It will also cause the system to slow down as more trajectories are inserted into each cluster.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{clustering.png}
\caption{Clustering methodology. In this figure, $v_i$ is the velocity of $i^{th}$ trajectory in units/sec.}
\end{figure}

Figure 1.1 illustrates the main idea behind the target clustering system. We have five trajectories added incrementally into the clustering system. Given this input, three clusters evolved through the clustering system. Imagine the bottom left corner of all of the 5 trajectories be relatively around the same area. Notice trajectory 2 did not end up in cluster 1. This is due to the variation of the velocity. Trajectories 1 and 4 move at almost the same speed \textit{i.e.}, 4 units.
per second and 5 units per second respectively. Conversely, trajectory 2 moves at speed of 25 units per second which is much higher than those of trajectories 1 and 4. Therefore, even though trajectory 2 takes a similar path to 1 and 4, they will be grouped in different clusters. Similarly, trajectories 3 and 5 take a very similar path and they move almost at the same speed therefore they both end up in the same cluster. Figure 1.1 is only used to illustrate a general idea behind the clustering system. However, it may be misleading because it may suggest that we are making the assumption that objects move at a constant speed. We will see that objects can slow down or speed up and therefore these variations will be taken into account.

1.3 System Requirements

The aim of this work is to create a system to identify trajectory’s of moving objects and assign them to proper clusters in real time. Identification of moving objects in a crawdad scene can be a very expensive operation by itself. The identified trajectory’s must be stored in a storage device or main memory in some type of a data structure. We need to define minimum system requirements that could operate such a system in real time. The real minimum requirements depends on the defined parameters.

This clustering system was implemented and operated on a laptop with the following specifications:

- AMD Quad-Core Processor A8 with Turbo CORE Technology up to 3.1 GHz
- 8GB DDR3 Memory
- 500GB Hard Drive

On top of these specifications, MySQL v5.0 was used to store some of the identified trajectory’s in the storage device. With these specifications, this clustering algorithm operates in real-time.

1.4 Clustering System Architecture

In order to start our research, we needed a good dataset containing a set of trajectories. We used a tracking algorithm to capture trajectories from a fixed-position camera. Each trajectory represents an object moving in the scene. Each trajectory is an ordered sequence of nodes. Each node of the trajectory in the original dataset represents the position of the object at the
time of capture. Additionally, the $i^{th}$ node of the trajectory contains extra information about the object: (1) The location of the object denoted by $p_i \in \mathbb{R}^2$ (2) The time $t_i$ when the object was captured at that position (3) A 16 dimensional vector $\vec{C} \in \mathbb{N}^{16}$ representing the colour histogram of the silhouette of the object. (4) The centroid of the silhouette of the object denoted by $c \in \mathbb{R}^2$.

![Tracking system overview](image)

**Figure 1.2: Tracking system overview**

Even though lots of information were associated with each trajectory, we only use the spatio-temporal data of each node for clustering. Our fixed-position camera along with the tracker algorithm gathered trajectory data for nearly a month. The data was added to a database while being gathered from the system. Figure 1.2 illustrates how images were captured and added to the database.

This off-line architecture was deployed in order to ensure the possibility of testing our algorithms repeatedly over the same dataset. Once enough data is gathered, it is fed into our clustering system. The clustering system consists of two main layers: (1) Simplification layer. (2) Clustering layer. Figure 1.3 illustrates how these layers interact with each other.

The simplification layer reads trajectories from the data as input in an incremental fashion.
Each trajectory is simplified to reduce the number of nodes of the trajectory. The simplified trajectory is then sent into the clustering layer. The clustering layer uses our distance function $\delta_T$ and a clustering algorithm BUBBLE [12] to incrementally evolve clusters. Throughout this process, clusters can be observed by the user through a different thread. This architecture can be modified to a real time scenario where the trajectories are directly inputted from the tracking system. This is due to the fact that the average number of clusters in a frame of time generated by the tracking algorithm is too small to disrupt the clustering system. This can be achieved by replacing the database by a trajectory queue in our architecture.

**1.5 Contributions**

The contributions of this system include a clustering algorithm to group similar trajectory’s moving objects into groups. These clusters can be used to identify suspicious activities in a surveillance system. Such a system can be used to mark a cluster as suspicious. This can help label prospective trajectory’s as suspicious if they are placed in a suspicious cluster. Furthermore, the system can alert users if a trajectory starts a new cluster. This means that the system was unable to find a similar cluster for such a trajectory. The user can then review the trajectory and mark it as suspicious or normal.

The main contributions of this thesis is the introduction of a trajectory dissimilarity measure which we define as a distance function. This distance function is a variation of Fréchet distance that also accounts for time and velocity. We prove that $\delta_T$ obeys the triangulation property. Hence, it is viable to use it in conjunction with any metric-based clustering algorithm. Additionally, we also introduce an algorithm to simplify input trajectories. This simplification is performed with respect to a user-defined threshold $\epsilon$. Given a trajectory $A$, our simplification
algorithm outputs a new trajectory $A'$ such that $\delta_T(A, A') \leq \epsilon$. This algorithm is used as a preprocessor to improve the processing time of the clustering algorithm. We show how our work can be integrated with a variant of an incremental clustering algorithm BUBBLE-FM [12] to cluster trajectories in real time. Additionally, the application of Fréchet distance to cluster trajectories from surveillance data is also a contribution.

1.6 Thesis Organization

Chapter 1 introduces the problem and provides an overall picture of the system we are trying to design.

Chapter 2 reviews the past research relative to this thesis. It covers different techniques for comparing trajectories and simplifying them. It also introduces the Fréchet distance measurement which is a solid foundation of this thesis.

Chapter 3 covers the fundamental mathematical definitions that are used throughout this thesis. It formally defines trajectories. It also covers all the fundamental assumptions made in this thesis regarding trajectories.

Chapter 4 covers the mathematical definition of our distance function. This distance function is our main tool to compare trajectories against each other. It also covers some proofs that are required by our clustering algorithm. Chapter 4 also covers a very efficient algorithm that is used to compute our distance functions.

Chapter 5 covers the simplification approach used in this thesis. It also covers why simplifying trajectories is a good measure to take before clustering process starts. Chapter 5 also covers the effect of simplification on the quality of the clusters. It also introduces our simplification algorithms in details.

Chapter 6 covers the clustering algorithms used in this thesis. It covers some different clustering algorithms and discusses why we prefer some particular approaches over others.

Chapter 7 covers the experiments we run to cluster trajectories.

Chapter 8 concludes this thesis.
Chapter 2

Background

Trajectories are a unique type of polygonal chains. A polygonal chain is a connected series of line segments.

**Definition 2.1 (Polygonal Chain).** A polygonal chain \( P \) is a curve specified by a sequence of points \((p_1, p_2, ..., p_n)\) called vertices such that for some \( 1 \leq i < n \), vertices \( p_i \) and \( p_{i+1} \) are connected by an edge.

Our formal trajectory definition is given in Chapter 3. Informally, a trajectory is the same as a polygonal chain with one more piece of information. Each trajectory vertex is associated with a time stamp. Since polygonal chains are very similar to trajectories, they seem to be a good starting point. Recall Chapter 1 introduced trajectory simplification as the first layer of the trajectory clustering system. In this chapter we present a review of related work in polygonal chains and techniques used to compare them. We will also review polygonal chain simplification.

### 2.1 Similarity Measures of Polygonal Curves

Polygonal chains are well-studied in computational geometry. This is due to their natural properties and they show up in various problems in CG such as the classical shortest path problem. They can be exploited to describe a whole range of data such as the path of a packet taken in a network model or the direction a car needs to take in a GPS device. Traditionally, polygonal chains have been a subject of study for mathematicians. A typical approach to clustering problems in computer science is to have a mathematical representation of the objects of interest. Furthermore, one needs to define a distance function between such objects. This
distance function is referred as the similarity measure between a pair of objects. Maurice René Fréchet introduced a very famous distance function between polygonal chain in 1906 [11]. In fact this approach has been used extensively in computer science research. The Hausdorff distance [14] introduced in 1914 by Hausdorff is a similarity measure between finite sets in the same metric space. The Hausdorff distance has also been widely used as a similarity measure to compare polygonal chains. The Discrete Fréchet distance [8] introduced by Eiter and Mannila in 1994 is a variation of the Fréchet distance. The Discrete Fréchet distance is easier and faster to compute than the original Fréchet distance. This section reviews these similarity measures.

2.1.1 Hausdorff Distance

The Hausdorff distance [14] is a similarity measure of two subsets of a metric space. The Hausdorff distance may be defined informally as follows. Two subsets of a metric space are close in the Hausdorff distance if every point of either subset is close to a point of the other subset. In order to formally define Hausdorff distance, it is worth defining metric spaces.

**Definition 2.2 (Metric Space Ordered Pair).** A metric space $S$ is an ordered pair $(M, d)$ where $M$ is a set and $d$ is a distance function on elements of $M$:

$d : M \times M \to R$

such that for any $x, y, z \in M$, the following properties are satisfied:

1. $d(x, y) \geq 0$
2. $d(x, y) = 0 \iff (x = y)$
3. $d(x, y) = d(y, x)$
4. $d(x, z) \leq d(x, y) + d(y, z)$

One of the most intuitive metric spaces is the pair of points in $\mathbb{R}^3$ and the Euclidean distance function between points in $\mathbb{R}^3$. We may formally define the Hausdorff distance as follows:

**Definition 2.3 (Hausdorff Distance).** Let $X$ and $Y$ be two non-empty subsets in a metric space $S = (M, d)$. The Hausdorff Distance $\delta_H(X, Y)$ is defined as:

$\delta_H(X, Y) = \max \{ \sup_{x \in X} \inf_{y \in Y} d(x, y), \sup_{y \in Y} \inf_{x \in X} d(x, y) \}$

Intuitively, the Hausdorff distance can be calculated as follows. Consider a metric space $S = (M, d)$ and two subsets of $M$: $X$ and $Y$. We take each element of $X$ and compute its distance with all the elements in $Y$. We keep track of the minimum distance of each element in $X$ to all elements in $Y$. We let $a$ be the maximum of the tracked distances. Moreover, the same processing is done again but this time we switch the two subsets $X$ and $Y$. This time, we let $b$
be the maximum of the tracked distances. The Hausdorff distance is equal to the maximum of $a$ and $b$.

The Hausdorff distance is used in computer vision to find a given template in an arbitrary image. The template image and the target image will be preprocessed using an edge detector. Edge detectors such as Canny edge detector [3] result in a binary image where activated pixels represent edges. Furthermore, each activated point in the binary image of the template is treated as one subset. Similarly, activated points in a region of the binary target image, known as region of interest, is treated as the second subset. The algorithm scans the image for such regions of interest and for each region, it calculated the Hausdorff distance against the template binary subset. The region with the minimal distance will be the best candidate for locating the template object.

The question is whether Hausdorff Distance can be used as a similarity measure between polygonal chains. The answer is affirmative. Let $A$ and $B$ be two subsets of $\mathbb{R}^2$ such that $A$ contains all the points on one polygonal chain and $B$ corresponds to the points of the other chain. One can simply compute the similarity measure of the two curves by computing $\delta_H(A, B)$. The Hausdorff distance mostly captures shape similarities. The second question is whether Hausdorff distance is an appropriate similarity measure to capture differences in paths taken by two polygonal chains. The answer to the second question is negative and we can show this by a simple example. Consider the two curves in Figure 2.1. Clearly the Hausdorff distance between the two curves is very small. However, the paths taken by the two curves are very different. We look further to find a better similarity measure that could capture path differences between polygonal chains.
2.1.2 Fréchet Distance

The Fréchet Distance \cite{11} can be intuitively defined as follows. Imagine a man and a dog on a leash: The man moves on one curve and the dog moves on the other curve. Both the man and the dog are allowed to move on their corresponding curves at varying speeds but backtracking is not allowed. The length of the shortest leash needed for traversing both curve is the Fréchet distance between the two curves.

![Figure 2.2: Illustrates the Fréchet distance between two curves.](image)

The formal definition of the Fréchet Distance depends on two other definitions: (1) definition of a curve in a metric space; (2) reparameterization mapping. A curve in metric space is as follows:

**Definition 2.4 (Metric Space Curve).** Let $S$ be a metric space. Curve $A$ is defined as a continuous map from unit interval into $S$ i.e., $A : [0, 1] \rightarrow S$.

Definition 2.4 may be non-intuitive. We give an example in $\mathbb{R}^2$. Imagine a curve in $\mathbb{R}^2$ coordinate system. The length of the curve could be anything. The curve can be defined as a mapping from a variable $a$ to a point $p \in \mathbb{R}^2$. Variable $a$ takes a value from 0 to 1 and it represent the length of the curve traversed. Point $p$ is a point on the curve. For example, when $a = 0.5$, $p$ is the point positioned exactly at the middle of the curve and when $a = 0$, $p$ is the head of the curve and when $a = 1$, $p$ is at the end of the curve.

Reparameterization mapping is defined as follows:

**Definition 2.5 (Reparameterization Mapping).** Reparameterization $\alpha$ of $[0, 1]$ is a continuous, non-decreasing, surjective function $\alpha : [0, 1] \rightarrow [0, 1]$.

Finally we may formally define the Fréchet distance:
Definition 2.6 (Fréchet Distance). Let $P$ and $Q$ be two metric curves in the metric space $S$. Let $\alpha$ and $\beta$ be two reparameterization mappings. Furthermore, let $d$ be a distance function in the metric space $S$. The Fréchet distance $\delta_F$ is defined as:

$$\delta_F = \inf_{\alpha,\beta} \max_{t \in [0,1]} \{d(P(\alpha(t)), Q(\beta(t)))\}$$

In Definition 2.6, $t$ is the measure of time. The two reparameterization mappings $\alpha$ and $\beta$ control the speed of $P$ and $Q$ at time $t$. Let $P$ and $Q$ correspond to the path to which the person and the dog walk on respectively. It is worth noting that the Fréchet distance is used in several problems such as morphing [7], handwriting recognition [29], protein structure alignment [16] and much more. Additionally, from the informal definition of the Fréchet distance, it is clear it can be used a similarity measure between polygonal chains. If the length of the shortest leash needed for the person and the dog is very large the paths taken by the dog must be very different than the path taken by the person. The Fréchet distance considers all possible speeds at which both objects move through space but trajectories have a unique speed at each point on their path. We conclude that the Fréchet distance can be used as a base in search of a proper similarity measure between trajectories but some variations of it is required to capture speed differences.

2.1.3 Coupling Distance

The Fréchet Distance is a powerful mathematical similarity measure. The first fundamental study on computation of Fréchet distance was done by Alt and Godau [1] in 1992. They introduced the decision problem of Fréchet distance: Let $P$ and $Q$ be two polygonal curves and $\epsilon \in \mathbb{R}$. The problem is to decide $\delta_F(P, Q) \leq \epsilon$. They showed how to solve the decision problem. Furthermore, they showed how to use the solution to the decision problem to compute the exact Fréchet distance. Alt and Godau [1] designed an algorithm that computes the Fréchet distance in $O(pq \log^2 pq)$ where $p$ and $q$ are the number of line segments on the polygonal curves respectively. Their algorithm is fairly complex due to the usage of a parametric search technique. This raises two issues for a trajectory clustering algorithm: (1) Computing the Fréchet distance is computationally expensive for a clustering algorithm dealing with a large dataset. (2) It is quite complex to modify the algorithm after introducing a variation of the Fréchet distance that accounts for speed of the objects. Hence, we resume our search for a simpler and faster method. Eiter and Mannila [8] introduced a discrete variant of the Fréchet distance in 1994. They called this variation the coupling distance denoted by $\delta_{dF}$. The algorithm is based on all possible couplings between the end points of the line segments of the
polygonal curves. The coupling distance is an approximation of the Fréchet distance. In fact the coupling distance is an upper bound for the Fréchet distance. The difference between these two similarity measures is bounded by the length of the longest edge of the two polygonal chains. The coupling distance can be computed in $O(pq)$ time. Additionally, the algorithm introduced by Eiter and Mannila to compute the coupling distance is very simple. This section gives an introduction to $\delta_{dF}$ and the algorithm proposed by Eiter and Mannila for computing the coupling distance.

We first define a couple $L$ between two polygonal curves as follows:

**Definition 2.7 (Coupling).** Let $P = (u_1, u_2, ..., u_p)$ and $Q = (v_1, v_2, ..., v_q)$ be two polygonal curves. A coupling $L$ between $P$ and $Q$ is defined as a sequence:

$$(u_{a_1}, v_{b_1}), (u_{a_2}, v_{b_2}), ..., (u_{a_m}, v_{b_m})$$

Such that:

1. $a_1 = 1, b_1 = 1, a_m = p, b_m = q$.
2. For all $i = 1, ..., m$, we have $(a_{i+1} = a_i \oplus a_{i+1} = a_i + 1) \land (b_{i+1} = b_i \oplus b_{i+1} = b_i + 1)$.

The two conditions defined in Definition 2.7 ensure that all the vertices of the two curves are covered in an increasing order. The first condition makes the case such that the index range of both polygonal chains are from the first index to the very last index. The second condition ensures that no index is skipped and the sequence is in an increasing order.

Furthermore, the length of a coupling denoted by $\|L\|$ is defined as follows:

**Definition 2.8 (Length of coupling $L$).** The length of a coupling $L$ is the length of the longest link in $L$:

$$\|L\| = \max_{i=1,...,m} d(u_{a_i}, v_{b_i})$$

Finally, we may introduce the coupling distance between $P$ and $Q$:

**Definition 2.9 (Coupling Distance).** Given two polygonal curves $P$ and $Q$, their coupling distance is defined as the minimum coupling distance of all possible couplings of $P$ and $Q$:

$$\delta_{dF}(P, Q) = \min \{\|L\| \mid L \text{ is a coupling of } P \text{ and } Q\}$$

Clustering algorithms such as BUBBLE [12] and DBSCAN [9] depend on a metric on the set of objects to be clustered. An important advantage of using the Coupling distance is that it defines a metric on the set of polygonal curves. Eiter and Mannila show this in [8]. The other reason to consider the Coupling distance is the simplicity and running time of the algorithm.
to compute the distance. Additionally, if the polygonal chains do not have very long edges then the Coupling distance is very close to the Fréchet distance which can fully capture the differences between the paths taken by the polygonal curves.

2.2 Polygonal Chain Simplification

Polygonal chains can contain a large number of points. This can make distance computation of polygonal chains a time consuming process. Clustering algorithms make numerous calls to these distance functions and this quickly becomes problematic even for small datasets. Similar problems arise in many applications including geographic information systems (GIS), computer graphics and data compression. Therefore, a lot of attention has been given to such problems among researchers. In order to formulate the problem, we first need to give a definition to the polygonal chain approximation:

**Definition 2.10 (Polygonal Chain Approximation).** Let $P = (p_1, p_2, ..., p_n)$ be a polygonal chain and an error bound $\epsilon$ then a subchain $P' = (p_{i_1}, p_{i_2}, ..., p_{i_m})$ is an $\epsilon$-approximation of $P$ with $1 = i_1 < i_2 < ... < i_m = n$ such that the error of each segment $p_{i_l}p_{i_{l+1}}$ ($l = 1, ..., m - 1$) is at most $\epsilon$.

The approximation error is defined appropriately according to the respective application in Definition 2.10. The min-# problem is defined as: Given a polygonal chain $P$ and an error bound $\epsilon$, compute an $\epsilon$-approximation of $P$ with the minimum number of vertices. Subsection 2.2.1 introduces a few common approximation error measures used in literature.
2.2.1 Approximation Error Measures

The error criterion is purposely left undefined in Definition 2.10. That is because the error criterion must be defined appropriately for a target application.

Figure 2.4: The error of the line segment $P_i P_j$ is based on distances between the vertices $P_i, P_{i+1}, \ldots, P_j$ and line segment $P_i P_j$.

In practice, error measures are normally based on distance between vertices of an input curve and the approximation linear segments. In Figure 2.4, the projections of the points $P_i, \ldots, P_j$ onto the line segment $P_i P_j$ are all defined. However, these projections can be undefined (Figure 2.5) and different error measures define different rules to deal with such points.

Figure 2.5: In the example above, no projection of $p_{j-1}$ onto the line segment $p_j p_j$ exists. In such cases different alternatives are taken by various error measures. One solution is to consider the projection of the point onto the line that passes through the points $p_i$ and $p_j$. Another alternative is to compute the shortest distance between the point to the line segment. In the example above, it would be the distance between $p_{j-1}$ to $p_j$.

One of the error measures considered in literature is the additive error measure. That is the sum of distances between the points $p_i, \ldots, p_j$ to the line passing through $p_i$ and $p_j$ (Figure 2.6). Let $P_{ij} = (p_{i}, p_{i+1}, \ldots, p_{j})$ be a sub-curve of $P$. Furthermore, for all $i \leq l \leq j$, let $p_l'$ be the projection of $p_i$ onto the line passing through $p_i$ and $p_j$. The additive error measure of the line
segment $p_ip_j$ is defined as:

$$e_{additive}(i, j) = \sum_{l=i}^{j} \|p_ip_l'\|$$  \hspace{1cm} (2.1)

Figure 2.6: In the example above, the additive error measure is the sum of the distances shown with the curly brackets.

Perhaps one of the most common error measures used among researchers is the parallel-strip criterion. The parallel-strip is the maximum distance between the points $p_i, ..., p_j$ to the line passing through $p_i$ and $p_j$ (Figure 2.7). Let $P_{ij} = (p_i, p_{i+1}, ..., p_j)$ be a sub-curve of $P$. Furthermore, for all $i \leq l \leq j$, let $p_l'$ be the projection of $p_l$ onto the line passing through $p_i$ and $p_j$. The parallel-strip error measure of the line segment $p_ip_j$ is defined as:

$$e_{parallel}(i, j) = \max_{l=i, ..., j} \{\|p_ip_l'\|\}$$  \hspace{1cm} (2.2)

Figure 2.7: In the example above, the parallel-strip distance of the line segment $p_ip_j$ is the distance between $p_{i+2}$ and its projection on the line segment.
Parallel-strip error is also known and the infinite beam criterion. Consider two infinite beams parallel to the line segment $P_iP_j$ exactly $\epsilon$ distance away from both directions of the line segment. As long as all the points $P_i, \ldots, P_j$ stay between these two parallel beams, the approximation of the line segment $P_iP_j$ is valid.

Another common error criterion used in the literature is the tolerance zone error measure. This error measure is very similar to the infinite beam but it considers the shortest distance between points and the line segment $p_ip_j$. Let $P_{ij} = (p_i, p_{i+1}, \ldots, p_j)$ be a sub-curve of $P$. Furthermore, for a point $q \in \mathbb{R}^d$, let $d_{ij}(q)$ be the minimum distance between point $q$ to the line segment $p_ip_j$. The tolerance zone error measure of the line segment $p_ip_j$ is defined as:

$$e_{tolerance}(i, j) = \max_{l=i, \ldots, j} \{d_{ij}(p_l)\} \quad (2.3)$$

Figure 2.8: In the example above, the tolerance zone error of the line segment $p_ip_j$ is the distance between $p_j$ and $p_{j-1}$

Consider an $\epsilon$-approximation of the line segment $p_ip_j$. The approximation is only valid if all the points $p_i, \ldots, p_j$ exist in a region around the line segment such that the boundary of the region is $\epsilon$ distance away from the line segment. Figure 2.8 illustrates this boundary for a line segment $p_ip_j$.

### 2.2.2 Early Dynamic Programming Approach

One of the earliest solutions to the min-# problem was the dynamic programming approach introduced by Papakonstantinou [27] back in 1985. This algorithm would optimize the number
of line segments allocated to different individual curves. The tolerance region was defined by the infinite beam criterion also known as Parallel-strip: the maximum distance between the line \( p_i p_j \) and the points of the curve segment \( \{ p_i, \ldots, p_j \} \).

The idea was to optimize the number of line segments iteratively and the attempt was to reduce the number of line segments of sub-curves at each iteration. The algorithm could iterate infinitely. Hence, the trade-off between time and the optimality of the approximated curve would be controlled by the breadth of the search and the number of iterations applied.

### 2.2.3 Computational Geometric Problem Formulation

In 1986, Imai and Hiroshi [15] presented a unified approach to formulate the min-\# problem in terms of graph theory. They considered a directed graph \( G \) of which each vertex \( v_i \) represents a point \( P_i \) from the input sequence. Furthermore, the graph contains edges \((v_i, v_j)\) where \( i < j \) if and only if the error of the segment is at most \( w' \). The segment errors can be any of the error criterion. Graph \( G \) is also weighted and each edge \((v_i, v_j)\) is assigned a weight of \( j - i - 1 \) which is the number of segments that can be skipped if the points \( P_i \) and \( P_j \) are to be connected. The approximate curve with the minimum number of edges is the longest path from \( v_1 \) to \( v_n \) where the length is measured by the weights of the edges. Observe that the graph \( G \) has no cycles and therefore it is an acyclic weighted graph. Hence, the longest path from \( v_1 \) to \( v_n \) can be found in time proportional to the number of the edges in the graph \( G \) which is \( O(n^2) \). The bottleneck of this algorithm is generating the graph \( G \) which takes \( O(n^3) \) time if a naive approach is taken. However, O’Rourke and Melkman [25] showed how to construct the graph in \( O(n^2 \log n) \) and therefore the problem can be solved in time \( O(n^2 \log n) \). Figure 2.9 demonstrate an example of the graph \( G \) based on the input set of points \( P \) and the tolerance zone error criterion.

![Figure 2.9: The input polygonal chain contains of 9 points \( p_1, \ldots, p_9 \). All the lines are edges of the graph \( G \). The single thick line between \( p_1 \) to \( p_9 \) is the simplified polygonal chain.](image)

Later in 1992, Chan and Chin [5] improved the algorithm so it takes \( O(n^2) \) time to construct the graph using the parallel beam criterion. Theoretically, this algorithm would be the optimal
solution for the graph-based formulation because the graph $G$ could have $O(n^2)$ edges in the worst case and it is impossible to implement a faster algorithm.

### 2.2.4 Polygonal Chain Approximation based on Fréchet Distance

We have seen the min-# problem which is based on a given error criterion. The min-# problem seeks a solution where the approximation contains a subset of the points of the given input polygonal chain. However, this seems to be a very strong assumption. Another way to look at the approximation problem is to consider a solution where the points of the approximation of a chain are near the ones in the original input chain and not necessarily a subset of them. In Figure 2.10, the two polygonal chains $P$ shown in black and $Q$ shown in red do not share the same points but they take a very similar path. Moreover, $Q$ can be thought of a simplified version of $P$. This gives rise to a new formulation of the approximation problem.

![Figure 2.10: Polygonal chain $P$ has 18 points and the chain $Q$ shown in red has only 8 points. Notice $Q$ and $P$ do not share the same points.](image)

We can informally introduce the problem: Given a chain $A$ with $n$ points in a $d$-dimensional space, compute a polygonal chain $A'$ whose number of points are much smaller than of $n$ and $A$ and $A'$ share a very similar path. We have already introduced the notion of discrete Fréchet distance. In order to give meaning to what describes a similar path, we may use discrete Fréchet distance. The problem can be formally define as follows: Given a polygonal chain $A$ in a $d$-dimensional space with $n$ vertices and an error bound $\epsilon$, compute a polygonal chain $A'$ with the minimum number of vertices such that $\delta_{DF}(A, A') \leq \epsilon$. Bereg and Jiang [2] gave a solution to this problem that runs in $O(n \log n)$ time. This section gives an overview of their method. In order to explain their methodology, one needs to think of the discrete Fréchet distance at a different angle. Let us first define the notion of an $m$-walk and a paired walk:

**Definition 2.11** ($m$-walk). Given a polygonal chain $P = (p_1, p_2, ..., p_k)$ of $k$ vertices, an $m$-walk along $P$ partitions the path into $m$ disjoint, non-empty subchains $\{P_i\}_{i=1..m}$ such that
\[ P_i = (p_{k_{i-1}+1}, \ldots, p_{k_i}) \] and \[ 1 = k_0 < k_1 < \ldots < k_m = k. \]

**Definition 2.12 (Paired walk).** Given two polygonal chains \( P = (p_1, p_2, \ldots, p_k) \) and \( Q = (q_1, q_2, \ldots, q_k) \), a paired walk along \( P \) and \( Q \) is an \( m \)-walk \( \{P\}_{i=1..m} \) along \( P \) and an \( m \)-walk \( \{Q\}_{i=1..m} \) along \( Q \) for some \( m \) such that for \( 1 \leq i \leq m \), either \( |P_i| = 1 \) or \( |Q_i| = 1 \).

Intuitively, an \( m \)-walk basically partitions a chain into \( m \) non-empty subchains which preserves the order of points. Refer to Figure 2.11 for an example of an \( m \)-walk. On the other hand a paired walk consists of two partitions for a given \( m \) on two polygonal chains. The paired walk is only valid if for each \( 1 \leq i \leq m \) the \( i^{th} \) partition of at least one of the \( m \)-walks contains exactly one point.

![Figure 2.11](image1)

Figure 2.11: In the figure above, \( P \) is a polygonal chain with 8 vertices, an \( m \)-walk on \( P \) where \( m = 4 \) is shown above in 4 partitions. Notice all the points are covered and no partition is empty. Also no two partitions share any points.

An \( m \)-walk does not have any restrictions on the number of vertices of each partition. On the other hand, a paired walk on two polygonal chains \( P \) and \( Q \) has very restrictive rules. Notice that \( m \) must be at most the length of the shorter chain. Furthermore, for the \( i^{th} \) partitions \( P_i \) or \( Q_i \) must have exactly one point.

![Figure 2.12](image2)

Figure 2.12: An example of a paired walk \((P, Q)\). Observe that for any \( i \), either \( P_i = 1 \) or \( Q_i = 1 \).
Consider the dog and person scenario. Let \( P \) be the polygonal chain on which the person walks on and \( Q \) be the chain on which the dog walks on. At any point during the walk, there are three different cases:

1. \( |P_i| > |Q_i| = 1 \): Person moves forward and dog stays.
2. \( |P_i| < |Q_i| = 1 \): Dog moves forward and person stays.
3. \( |P_i| = |Q_i| = 1 \): Both person and dog move forward.

Observe that a paired walk is the same as a coupling (Definition 2.7). A coupling is the same as a paired walk but they are formulated differently. This new formulation will be helpful in designing an algorithm for simplification closed under Fréchet distance.

**Definition 2.13 (Cost of a paired walk).** The cost of a paired walk \( W = (P_i, Q_i) \) along two paths \( P \) and \( Q \) is:

\[
d_W^F(P, Q) = \max_i \max_{(p, q) \in P_i \times Q_i} d(p, q)
\]

The cost of a paired walk is defined for any valid paired walk on two polygonal chains. Recall the relationship between a paired walk and a coupling distance. Similarly, the cost of a paired walk is related to the length of a coupling (Definition 2.8). To be more precise, the cost of a paired walk is the same as the length of a coupling. For any possible coupling of two chains there is a paired walk. The length of the coupling is the same as the cost of the associate paired walk.

**Definition 2.14 (discrete Fréchet distance).** The discrete Fréchet distance between two polygonal chains \( P \) and \( Q \) is:

\[
d_F(P, Q) = \min_W d_W^F(P, Q).
\]

Consider all possible paired walks of two chains \( P \) and \( Q \). Each paired walk has a specific cost. The paired walk with the smallest cost is called the Fréchet alignment of \( P \) and \( Q \). Moreover, the cost of this paired walk is the discrete Fréchet distance. Observe the discrete Fréchet distance is the same as coupling distance (Definition 2.9).

It is clear that \( m \)-walk introduces a new formulation and terminology to describe coupling distance. For each definition above, the relationship between the \( m \)-walk terminology and the coupling terminology is given. Table 2.1 summarizes all of these relationships.

This new observation enables us to think of the coupling distance slightly at a different angle. Consider an \( m \)-walk on polygonal chain \( P \). Each partition in this \( m \)-walk is associated with a disk. This disk is the smallest enclosing disk that contains all the points in the corresponding partition. Now consider a positive approximation value \( \delta \). All the disks must
Table 2.1: Same mathematical elements with different formulation and terminology. This is a summary of these relationships. The Discrete Fréchet distance is just a different formulation of the coupling distance.

<table>
<thead>
<tr>
<th>Coupling Terminology</th>
<th>( m )-walk Terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>coupling</td>
<td>paired-walk</td>
</tr>
<tr>
<td>coupling length</td>
<td>cost of paired-walk</td>
</tr>
<tr>
<td>coupling distance</td>
<td>discrete Fréchet distance</td>
</tr>
</tbody>
</table>

have a radius less than or equal to \( \delta \). Observe that such partitioning always exists. Each vertex can be partitioned separately. Thus, each disk will have a radius of 0 which is less than any positive value associated with \( \delta \). Consider the polygonal chain \( P' \) with the centres of the disks as its vertices in the order of the partitions. By the definition of discrete Fréchet distance, the distance between \( P \) and \( P' \) is at most \( \delta \). Imagine a paired walk on \( P \) and \( P' \). The \( m \)-walk on \( P \) remains the same and each vertex of \( P' \) is partitioned separately. Now for each partition \( i \) in the paired walk, the \( m \)-walk on \( P' \) has exactly one point. This point is at most \( \delta \) distance away from all the points in the \( i \)th partition of the \( m \)-walk on \( P \). Therefore, the discrete Fréchet distance between the \( P \) and \( P' \) is at most \( \delta \).

Figure 2.13: The black polygonal chain is the input chain. Each dotted blue disk corresponds to a partition which covers the points inside the disk. The red chain is the simplified version. This chain is obtained by connecting the centres of the disks in order of the partitions.

This observation enables us to design a greedy algorithm to approximate a polygonal chain \( P \). Given a polygonal chain \( P \) with \( n \) vertices and a positive approximation value \( \delta \). Find an index \( i \) such that the first \( i \) elements of \( P \) can fit in a disk of radius \( \delta \) but \( i + 1 \) first elements cannot fit in any such disk. Append the centre of the disk to \( P' \) and recursively perform the
same algorithm for $P[i+1..n]$. The only question remains to be answered is how to find the index $i$? Chapter 5 explains the details of this algorithm as it covers a very similar approach.
Chapter 3

Trajectories in surveillance systems

Chapter 2 reviewed polygonal chains and covered them formally. Trajectories are a special form of polygonal chain. In other words, a trajectory is the same as a polygonal chain with extra information. Each node in a trajectory stores not only the coordinate position of the node but also a timestamp. Trajectories are normally formulated when an object is tracked and the speed of the object is important. This chapter covers trajectories and defines them formally in general terms. It is also worth investigating how to define trajectories for our specific problem.

Consider a vehicle being tracked by a surveillance system equipped with a camera. The underlying tracking system reads images from the camera and spots the vehicle once every frame. The camera provides the timestamp at which the frame was taken. The tracking system can store the size of the vehicle and maybe the colour histogram of the vehicle. More importantly, it can store the centroid of the vehicle and the timestamp of the corresponding frame.

3.1 Trajectory Definition

This section formally defines trajectories and illustrates how they can be captured and stored.

In order to define trajectories formally, we need to first start by the definition of a spatio-temporal node.

**Definition 3.1 (Spatio-temporal Node).** A spatio-temporal node is defined as \( c = (p, t) \) where \( p \in \mathbb{R}^d \) defines a point in a \( d \)-dimensional space and \( t \in \mathbb{R}_{\geq 0} \) defines a timestamp in an arbitrary unit of time.

Notice that \( t \) in Definition 3.1 is a positive real number. This value can be defined in any arbitrary unit of time such as seconds or the number of clock cycles in a CPU. This value...
Figure 3.1: This figure illustrate an example of a trajectory. Notice the timestamp value increases at each spatio-temporal node compared to its previous node.

represents the amount of time passed from a specific time. At the end of this chapter, we will see that this specific time can be safely ignored in our problem. Thus, it is not much of a concern here in our definition.

**Definition 3.2 (Trajectory).** A trajectory \( T = (c_1, c_2, ..., c_n) \) is an ordered sequence of spatio-temporal nodes such that for any \( 0 < i < j \leq n \), the timestamp \( t_i \) corresponding to \( c_i \) is restrictedly less than \( t_j \) corresponding to \( c_j \). Furthermore, for any \( 0 < i < n \), the spatio-temporal node \( c_i \) is connected to \( c_{i+1} \) by an edge.

### 3.2 Trajectory speed measurement

The speed of a moving object is very important when it comes to comparing trajectories. So far, we have a mathematical definition of a trajectory. In order to compare two trajectories, we need to assume a few things. The definition of a trajectory provides information about the position of the object at discrete points of time. However, objects move through space continuously. Figure 3.1 illustrates a trajectory that starts at time 1.48 and ends at 3.49. Given this trajectory, we also know the position of the object at times 2.12 and 3.15. A natural question that arises here is where was the object at time 2.0. Recall the person and dog scenario. Let us assume that one trajectory \( P \) is given for the person and another trajectory \( Q \) is given for the dog. Let us also assume that the dog and the person moved very closely relative to each other. However, \( Q \) only contains two spatio-temporal nodes and \( P \) contains 1000. When comparing \( P \) and \( Q \), it would be useful to know where the dog was at times given by \( P \) and vice versa. This brings us to introduce some assumptions about the edges connecting a trajectory nodes.

One can introduce different models about the speed at which the object moves in between two adjacent nodes. One possible scenario can be a Gaussian-based random function. However, this can make the data inconsistent and therefore not a good model to follow. Another solution may be to assume that the object was stationary at the first vertex. Then as it moves...
toward the second node, the object accelerate by a constant factor. This constant factor can be calculated based on the timestamps of the two nodes at the end-segments of the edge. Once the object is on the second node, it has a certain speed. This model can be applied to all the other edges. The only difference is that the object has a certain speed calculated in the previous steps. Given such a model, one can compute where the object was at any point during its movement. In order to find the position of the object for a given time, two parameters are required: acceleration and initial speed. The acceleration is the acceleration of the object on a given edge. The initial speed is the speed of the object at the end segment of an edge with the lower timestamp. The speed of the object at the other end segment is required to be calculated in order to compute for the acceleration of an edge:

\[ a = \frac{s_2 - s_1}{t_2 - t_1} \]  

(3.1)

In the equation above, \( a \) is the acceleration of an edge, \( s_1 \) and \( s_2 \) are the speeds of the object at the end segments of an edge and \( t_1 \) and \( t_2 \) are the timestamps associated with each end segment. When a trajectory is given as input, the assumption was that the speed at the first vertex is zero. This assumption allows us to have a starting point but the acceleration of the first edge needs to be calculated. (3.1) is not enough to compute the acceleration because \( s_2 \) is unknown. However, the length of the edge can be computed in constant time. Given the distance the object moves and the two timestamps and the initial speed of the object, \( s_2 \) can be calculated. Let us first consider the following equation:

\[ d = s_1(t_2 - t_1) + \frac{1}{2}a(t_2 - t_1)^2 \]  

(3.2)

Let \( \Delta t \) denote for \( t_2 - t_1 \). Let us simplify the expression above:

\[ d = s_1\Delta t + \frac{1}{2}(s_2 - s_1)\Delta t \]  

(3.4)

\[ d = s_1\Delta t + \frac{1}{2}\Delta ts_2 - \frac{1}{2}\Delta ts_1 \]  

(3.5)

\[ d = \frac{1}{2}\Delta ts_2 + \frac{1}{2}\Delta ts_1 \]  

(3.6)

In the next step, equation (3.6) is used to solve for \( s_2 \).

\[ s_2 = \frac{2d}{\Delta t} - s_1 \]  

(3.7)
Consider the following problem. Given a time at which the object was travelling on the last edge of a trajectory excluding the end segments of the edge. Find the position of the object on this edge. In order to find the position of the object, the acceleration of the edge needs to be calculated. This leads us to conclude that we need to compute the speed of the object at both end segments of the edge. In order to do this, we need to go back to the previous edge and so on. Finding the position of the object based on a given time has a linear solution and this is undesirable. A quick solution to the problem is to pre-compute the speed at each node and keep them in memory. Although this may seem to be a reasonable solution, this may not be the best solution to our specific problem. The clustering system may be dealing with a large number of trajectories. Pre-computing the speed for each vertex may affect the performance of our system. We seek for a simpler reasonable solution.

In general, objects detected by the object tracking system may move at a constant speed. Moreover, these objects move in a 3D space and assuming a 2D acceleration vector may not be appropriate. The other solution is to assume that the objects move at a constant speed on each edge. It is trivial to compute this constant speed on any given edge:

\[ s = \frac{d}{\Delta t} \]  

Equation (3.8) can be used to compute the speed of the object on an edge but this may not be required. Recall, in the second solution, we had to compute the acceleration of an edge and the speed of the object. Without these parameters, we would be unable to determine the position of an object on an edge. Consider an edge \( e \) with two spatio-temporal end points \( c_i \) and \( c_{i+1} \). Let \( p_i, p_{i+1} \) and \( t_i, t_{i+1} \) denote the points and times associated with these end points. We consider the following: Given a time \( t_x \) such that \( t_i < t_x < t_{i+1} \) and we would like to determine the position of the object on edge \( e \) at time \( t_x \). Since the assumption is that the object is moving at a constant speed, we can compute what fraction of the length of the edge must be passed at time \( t_x \):

\[ \frac{t_x - t_i}{t_{i+1} - t_i} \]  

This fraction can be used to find the position of the object \( p_x \) at time \( t_x \):

\[ p_x = \left( \frac{t_x - t_i}{t_{i+1} - t_i} \right) (p_{i+1} - p_i) + p_i \]  

### 3.3 Last spatio-temporal node assumption

So far, we have made one major assumption about trajectories and that is that there is no acceleration on the edges. In other words, objects move at a constant speed on these edges.
Imagine comparing two trajectories to each other of different time interval. One trajectory may be a minute long and the other one may be one hour long. In a surveillance system, the last node of a trajectory may occur in two ways. The target object has stopped moving and therefore its trajectory only provides information for the time that the object was moving. The second case may be that the object moved out of the surveillance view which leaves no way to further capture its movements. Unfortunately, in the latter case, we can only work with the information we have available to us. Let us focus on the first case. Imagine the following scenario.

Consider a person ”A” walking on a path and then at some point the person reaches a bench. The person then goes around the bench a few times and then decides to sit on the bench. A second person ”B” takes a very similar path at almost the same speed as person ”A” but as soon as the person ”B” reaches the bench, the person sits on the bench. The tracking system tracks objects when they are moving and it stops tracking them when they are stationary. In this case, person ”A” is tracked on a very similar path and then around the bench a few times. Furthermore, once the person sits down, the tracking system stops and generates a trajectory $T_A$. Person ”B” is similarly tracked but since the person sits on the bench right away, the trajectory $T_B$ is shorter. The question is how to compare these two trajectories. Notice that both persons in this case took a very similar path but the trajectories generated by the surveillance system may differ substantially in length.

In order to solve this issue, we can assume that for any time after the last timestamp, the position of the object is the position of the last node. In other words, we assume that once the surveillance system stops tracking, the object remained stationary. In practice, this happens frequently in our surveillance system. For example, cars drive into the surveillance view and park. The surveillance system tracks them as they enter the scene until they park.

### 3.4 Frame-based Time Units

Definition 3.2 does not require a specific unit of time for the timestamp representation. Moreover, as long as the time unit is consistent across all timestamps, all of the mathematical defi-
nitions remain valid. In a surveillance system, a camera captures images at a constant rate. In other words, the time gap between any two consecutive frames is a constant. This enables us to define our time unit in terms of the frame rate. In other words, we can define our time unit to be the time between any two consecutive frames. For example, if the surveillance camera captures images at a rate of 15 frames a second then the time unit will be $\frac{1}{15}$ second. As long as the frame rate remains the same, the clustering system should remain consistent. This allows us to assume that for a given trajectory from the tracking system, the timestamps increment by one unit for each subsequent node.

### 3.5 Time-Independent Trajectory

When clustering trajectories, the time at which each trajectory occurred is not important. The speed of the object moving at each node is important which can be represented using the timestamps. If two trajectories occurred two days apart at very similar speed taking very similar paths, they must be clustered in the same group. In other words, it is not important when the first node of a trajectory was recorded. Due to this fact, we can assume that the timestamp of the first node of any trajectory is zero. The timestamp increments relative to the previous node at each step. Our clustering system will take advantage of this fact.

**Definition 3.3 (Time-independent Trajectory).** Consider a trajectory $T = \{c_1, c_2, ..., c_n\}$ where $t_i$ is the timestamp associated with $c_i$. Trajectory $T$ is called a time-independent trajectory if and only if $t_1 = 0$.

### 3.6 Conclusion

We have learned about spatio-temporal nodes and representation of a trajectory. Moreover, we have also seen how to use timestamps to measure the velocity of a trajectory at different positions along the trajectory path. Furthermore, this chapter investigated the discrete representation of trajectories while conceptually treating them as continuous elements. This representation is very powerful because it formally defines the position of the coordinates on a trajectory while not explicitly defined. This enables us to uncover some hidden information about a trajectory when it is being compared against other trajectories. As we will see, this will be used extensively when computing the distance of two trajectories. The other useful property of this representation is that these coordinates can be computed very efficiently with the means of an algorithm.
Although this representation is very powerful, it is not sufficient to remove all the ambiguities about the coordinates of a trajectory. We needed one extra assumption and that was about the position of the object beyond the timestamp of its last node. With this last assumption, the position of trajectory is defined for any valid timestamp from zero to infinity. This provides a solid platform to compare trajectories. All of these points will be used to construct a distance function without any ambiguities that in turn can be used to compare trajectories.
Chapter 4

Trajectory Distance Function

In Chapter 3, a formal definition for a trajectory is given. Furthermore, Chapter 3 covers time-independent trajectories. However, the definition of a trajectory is not sufficient to compare two trajectories. We need to define a distance function that preserves the similarities of trajectories. It should also be able to distinguish the differences of two trajectories. This chapter covers the distance function used for the surveillance system. Moreover, Section 4.3 shows that this distance function is a metric distance function. Finally, this chapter covers the workings of an algorithm that can compute the distance function in a very fast fashion.

4.1 Requirements of a Good Distance Measure

It is useful to investigate the properties of a good distance function and determine what types of requirements it has to meet. This will help us in the process of searching for a good distance function.

Let us first start with a generic solution. In other words, let us consider the properties of a generic distance function rather than a distance function specifically to compare trajectories. The distance measure must be a value that represents the differences between two objects. Consider the set of all real numbers $\mathbb{R}$. Furthermore, let us define two values in this set: $\{a, b\} \subset \mathbb{R}$. Let us try to address the following problem: what is a good distance function $d(a, b)$ that can capture the differences between $a$ and $b$. For example, is the following function a good candidate for our solution:

$$d(a, b) = a - b$$  \hspace{1cm} (4.1)

The first property that comes to mind is that the distance function is supposed to measure
the “distance” between $a$ and $b$. Hence, the order in which $a$ and $b$ are given to us should not matter. In other words, $d(a, b)$ must evaluate to the same value as $d(b, a)$. This is called the symmetric property of a function and it is a very natural solution when it comes to distance functions. The distance function must have this property to ensure that the distance between two objects are captured regardless of the order they are given to the function. The distance function defined above does not meet this requirement and therefore it is not a good solution.

The second property of a good distance function is that it has to have a starting point. We need to have a base value for identical objects and as objects become more and more dissimilar, the value of the distance function should grow. For example, in the case above, if $a$ and $b$ are completely identical, then the distance value must be zero reflecting the fact that they are identical. On the other hand, if $a$ remains constant and $b$ grows on the positive direction then their distance must also grow reflecting how much $b$ has distant itself from $a$. Moreover, if $b$ moves in the positive direction and also $a$ moves in the negative direction then their differences are now even larger. For example, consider the function distance function:

$$d(a, b) = |a - b|$$

(4.2)

This distance function preserves both of the properties we have defined by now: First of all, the following assignment is always true: $d(a, b) = d(b, a)$. Secondly, if $a$ and $b$ are equal then, $d(a, b)$ evaluates to zero meaning that $a$ and $b$ are identical. Having a base value is important to reflect what objects are identical and it also provides a way of comparing the actual distance values themselves. For example, with the new distance function, $d(2, 4)$ evaluates to 2 but $d(2, 1002)$ evaluates to 1000. This captures the fact that 4 is much more similar to 2 rather than 1002.

Another important requirement of a distance function is that it has preserve its meaning. Consider three points $p_1$, $p_2$ and $p_3$. Consider someone walking from point $p_1$ to $p_2$ and then to point $p_3$. The total ”distance” that the person walks is at least equal to the distance if the person walked directly from $p_1$ to $p_3$. This is a very important property both algorithmically and conceptually.

We have covered some generic requirements of a good distance function. Let us now focus specifically on trajectories and determine what is a good distance function for a trajectory. Trajectories are “paths” that have extra information. Paths are mathematical curves in multi-dimensional spaces. They have a starting point and also an ending point. Two curves are considered to be very similar if they start around the same point in space and end around the same point and also take almost the same path. If two curves start at very distant points then immediately they cannot take similar paths and therefore they will be very different from
one another. The same analogy applies to the case where two curves end at two very distant points. This is what Fréchet distance captures. It compares two curves from their starting points and follows them to their final points. It also computes their distance as the two points move through space to get to their final positions. The Fréchet distance also satisfies all the generic requirements of a good distance function. The only problem is that it is designed for curves and not for specific curves like trajectories. Trajectories have paths but they also move at different speeds along their paths. Capturing the differences of their motion and velocity is also important. We will try to use Fréchet distance as a starting point and define a new distance function that can also capture the velocity differences of the objects.

### 4.2 Trajectory Distance Function Definition

Chapter 2 gave an overview of Fréchet distance function. This function is a similarity function for polygonal chains. Recall that polygonal chains have no information about time. They are basically an ordered sequence of points in a $d$ dimensional space. The Fréchet distance attempts to measure the distance between two chains by imagining a speed associated with each chain at any point. Intuitively, the Fréchet distance assumes that the two chains are the paths of two objects taken at the same time interval. Moreover, the Fréchet distance considers the most optimal speeds at various points on each chain such that the distance between any two points at any time is minimal. In a sense, this distance function is a good starting point for us. That is due to the fact that it attempts to preserve the similarities of the paths. However, trajectories are mathematical objects with more information associated with them. The time intervals between any two nodes can be computed and also the speed of the moving object can be calculated. Moreover, we would like our distance function not only to capture the curve dissimilarities but also their velocity at different points. Let us step back and look at the Fréchet distance more closely.

Definition 2.6 includes two reparameterization mapping function $\alpha$ and $\beta$. These two functions basically map a time $t$ into a point on the polygonal chains $P$ and $Q$ respectively. The aim of the Fréchet distance is to find the optimal reparameterization mappings. However, notice that these two functions are provided to us when dealing with trajectories. Recall, Chapter 3 reviewed the speed of moving objects along the edges of a trajectory. Our solution was to assume that the object moves with a constant speed on the edges. Moreover, we showed how the location of an object for some input time can be computed using the equation (3.10). This equation can help in replacing $\alpha$ and $\beta$ in Definition 2.6.

Equation (3.10) is defined on the edge of an input trajectory. Consider a trajectory $T$ with
Let $t_1, t_2, ..., t_n$ as its timestamps. Equation (3.10) is not defined for $t > t_n$. We need to introduce a trajectory reparameterization mapping that maps any time $t \geq 0$ to a point $p$ on a trajectory.

**Definition 4.1 (Trajectory Time Function).** Let $T = \{c_1, c_2, ..., c_n\}$ be an arbitrary trajectory. For an integer $i$ such that $0 < i < n$, let $t_i, p_i$ be the timestamp and the point associated with $c_i$ respectively. Furthermore, for some value of $t \geq 0$, let $j$ be the largest integer such that $t \geq t_j$. The trajectory time function is defined as:

$$\alpha_T(t) = \begin{cases} 
(t - t_j)\left(p_{j+1} - p_{j}\right) + p_{j} & \text{if } j < n \\
p_n & \text{if } j = n
\end{cases}$$

The cost of computing the trajectory time function can be a disadvantage. Assuming that the trajectory nodes are stored in a linked list, the computation time will be linear. Moreover, if nodes of a trajectory are stored in an array then $j$ can be found using a binary search. Therefore, the best we could do in this case is $O(\log n)$. However, this is only true when a single trajectory is given with a timestamp $t \geq 0$ and the problem is to find the point associated with $t$. The good news is that we do not use the trajectory time function in such a way. This function will only be used when computing the distance between two trajectories. We will come back to this point after explaining the distance function.

### 4.3 Metric Distance Function

So far, we have explored the relationship between points in space and timestamps of a single trajectory. These details will be used to compute the distance between two given trajectories. Recall our example of a person walking a dog. Both the dog and the person start at the timestamp 0 at two different positions. As the dog and the person walk along their path, the distance between them may fluctuate at different timestamps. Furthermore, the dog or the person may stop walking at different timestamps. In other words, their trajectories may be defined through different spans of time. For example the person may walk for two minutes and stop while the dog may walk for three minutes. As a result the trajectory associated with the dog will be longer in time. This is not an issue because the position of the person is still defined after the second minute as we discussed in the previous chapter. Let us now define the time-distance function.

**Definition 4.2 (Time-Distance Function).** Let $P$ and $Q$ be two different trajectories. The time-distance function $d_{PQ}(t)$ is defined for all values of $t \geq 0$:

$$d_{PQ}(t) = d(\alpha_P(t), \alpha_Q(t))$$
where $\alpha_P$, $\alpha_Q$ are the trajectory time functions of $P$ and $Q$ respectively. Furthermore $d(p, q)$ is the euclidean distance between the points $p$ and $q$.

Notice that the time-distance function is undefined for any negative values of $t$. Moreover, observe that the time-distance function evaluates to a constant value for values of $t$ not in the range of timestamps defined in $P$ and $Q$. In our example above, the time-distance function evaluates to a constant value for any value of $t \geq 3\text{mins}$. Another important property of time-distance function is that it is symmetric. In other words, the time-distance function is symmetric: $d_{PQ}(t) = d_{QP}(t)$. This is a crucial point because as it will be clear by the end of this chapter, the distance function is symmetrical as a result of this property.

The proof of this property is very intuitive: Given two trajectories $P$ and $Q$ and their trajectory time functions $\alpha_P(t)$ and $\alpha_Q(t)$. The claim is $d_{PQ}(t) = d_{QP}(t)$. Furthermore, we have $d_{PQ}(t) = d(\alpha_P(t), \alpha_Q(t))$ and $d_{QP}(t) = d(\alpha_Q(t), \alpha_P(t))$. Since the euclidean distance function is symmetrical $d(p, q) = d(q, p)$, therefore $d_{PQ}(t) = d_{QP}(t)$.

The time-distance function is the basis of our trajectory distance function. As opposed to the Fréchet distance function, we have more information to utilize. In the Fréchet distance method, the speed of the two curves at different points of time is undefined. As a result, the Fréchet distance method simply assumes that the dog and the person move at speeds such that they stay as close to each other as possible. This is in fact a good property for the Fréchet distance because it attempts to evaluate the similarities of two polygonal curves. If two curves are drawn on a piece of paper, the speed at which they are drawn on the page is meaningless when they are being compared to one another. In other words, the speed at which the two curves are drawn do not reflect the similarities of the two curves. This is not the case when the task is to compare trajectories. In fact, when it comes to trajectories, the speed of the object moving through space is very crucial. For example, a person and a vehicle can move on the same path at very different speeds. When comparing their trajectories, a good deal of dissimilarity must be represented. Our trajectory distance function is basically the same as the Fréchet distance but with a very important difference. The trajectory distance function considers the actual speeds at which the objects move through space because these details are available to us. Let us go back to the example with the dog and the person and assume that we had the trajectories of the dog and the person rather than their polygonal chains. Intuitively, the trajectory distance function occurs when the dog and the person are the farthest away from each other. This distance is the trajectory distance and it has very important properties that we will exploit to cluster our trajectories. Let us first formally define the trajectory distance function and then explore its main properties.
**Definition 4.3 (Trajectory Distance Function).** Let \( P \) and \( Q \) be two different trajectories. The trajectory distance function \( \delta_T(P, Q) \) is defined as following:

\[
\delta_T(P, Q) = \max_{t \geq 0} (d_{PQ}(t)),
\]

where \( d_{PQ}(t) \) is the Time-Distance function of \( P \) and \( Q \) at time \( t \).

Let us first make a very important observation. The trajectory distance function defined above will always evaluate to zero or a positive real value. It is clear why the value can never be negative. It is also important to note that the value can never be infinite. Although the function is defined as the maximum value of an open-ended set, one can observe this at a slightly different angle. There exists a value \( t_{\text{max}} \) such that for all the values greater or equal to \( t_{\text{max}} \), the function \( d_{PQ} \) evaluates to a fixed value. This value is the larger timestamp of the final nodes of the trajectories. As a result we can think of the trajectory distance function this way:

\[
\delta_T(P, Q) = \max_{0 \leq t \leq t_{\text{max}}} (d_{PQ}(t)) \tag{4.3}
\]

Since this is a closed set, the function must evaluate to a non-negative finite real number. This is a very important observation as it is required by metric distance function that we will investigate next.

There is a large number of clustering algorithms in the literature. However, our requirements limit us to use a certain number of them. In particular, we would like our clusters to evolve as we collect trajectory data. Our goal is to have a tracking system in real time where we maintain our clusters as we detect trajectories in real time. This means that the trajectory dataset is not available as a whole for the clustering algorithm to use. There are numerous clustering algorithms out there that use an entire given set before starting their task. This is not the case for us. We need our clusters to be maintained incrementally. That is, as we discover trajectories, we would like to insert it into the right cluster. This is a challenging task because clusters can evolve and there might be elements in different clusters that can be exchanged to produce better clustering groups. The other problem is that trajectories may take a lot of space and keeping them all in memory may not be a viable option. This means that some of the trajectories may have to be transferred into the hard drive as clusters are evolving. These trajectories may find their way back into main memory as other trajectories may be transferred to the hard drive. These issues may take away some generic solutions from us when it comes to choosing the right clustering algorithm. Furthermore, as the number of candidate clustering algorithms decreases because of these constraints, our distance function must be more general and broad. Having a general distance function can help us freely choose the right clustering algorithm for our problem.
Let us now explore some broad requirements that are imposed by most clustering algorithms and ensure that our clustering algorithm satisfies those requirements. General clustering algorithms accept well-defined objects as input and try to group them by their similarities. For them to achieve this, they need a tool to measure the similarities and dissimilarities of the input objects. This tool is generally a distance function which accepts two objects as input and returns a real value expressing the dissimilarities of the two objects. Normally, distance functions are formulated such that a bigger value is the indication of dissimilarities between the two objects while a smaller value indicates their similarities. We have already defined our trajectory distance function in Definition 4.3 which is capable of comparing two trajectories and reflect their similarities. We have also discussed why this measurement is a good tool for comparing trajectories. Let us now discuss some broad requirements imposed on such distance functions. One of the mostly imposed requirements of a distance function is that it needs to be a metric distance.

Recall Definition 2.2 that defined metric space ordered pairs. This definition consists of two parts. \( M \) is a set of objects and \( d \) is a distance function between any pair of objects in \( M \). For a distance function to be metric, it needs to meet four requirements listed in that definition.

The first requirement is that \( d(x, y) \geq 0 \). The trajectory distance function is the maximum of a non-negative function. This simply confirms that the distance function will never evaluate to a negative value. The first requirement is therefore met.

The second requirement is \( d(x, y) = 0 \) is only the case if and only if \( x \) and \( y \) are equal. Let us start by assuming that we have two trajectories \( P \) and \( Q \) such that \( \delta_T(P, Q) = 0 \). This implies that for all values of \( t \geq 0 \), the position of the object associated with trajectory \( P \) and \( Q \) are the same. This confirms that the two trajectories \( P \) and \( Q \) are equal to each other. This covers the first part of the proof, namely if \( \delta_T(P, Q) = 0 \) then \( P = Q \). Let us now assume that \( P = Q \). This means that for any \( t \geq 0 \), the position of the objects \( P \) and \( Q \) are the same. This implies that for any value of \( t \geq 0 \), the euclidean distance between the two points associated to \( P \) and \( Q \) at time \( t \) is equal to zero. Moreover, this means that the trajectory distance function between \( P \) and \( Q \) is equal to zero.

The third requirement is the symmetric property of the function. For any two trajectories \( P \) and \( Q \), \( \delta_T(P, Q) \) must be equal to \( \delta_T(Q, P) \). Earlier in this chapter, we showed that the two time-distance functions \( d_{PQ}(t) \) and \( d_{QP}(t) \) are always equal. Let \( t \) be the value of the timestamp at which \( P \) and \( Q \) are furthest away from each other. The trajectory distance function \( \delta_T(P, Q) \) evaluates to \( \max_{t \geq 0} d_{PQ}(t) \). On the other hand, the distance function \( \delta_T(Q, P) \) evaluates to \( \max_{t \geq 0} d_{QP}(t) \). Since \( d_{PQ}(t) = d_{QP}(t) \), therefore \( \delta_T(P, Q) = \delta_T(Q, P) \).
The last property is the triangulation property of the distance function. This one involves a more detailed proof. Let $A$, $B$ and $C$ be three different trajectories. Let $AB_t$ denote the distance between the two curves $A$ and $B$ at time $t$. Furthermore, let $t_{AB}$ be the timestamp at which the distance between $A$ and $B$ is maximum. Observe that $AB_{t_{AB}}$ is the trajectory distance between $A$ and $B$:

$$\delta_T(A, B) = AB_{t_{AB}} \quad (4.4)$$
$$\delta_T(B, C) = BC_{t_{BC}} \quad (4.5)$$
$$\delta_T(A, C) = AC_{t_{AC}} \quad (4.6)$$

Consider objects $A'$, $B'$ and $C'$ be associated with curves $A$, $B$ and $C$ respectively. Now imagine as $A'$, $B'$ and $C'$ are moving through space, we take a snapshot of their position at time $t_{AB}$. This provides us with three points in space. Imagine these points as the corners of a triangle. Observe that the length of the sides of this triangle are equal to $BC_{t_{AB}}$, $AC_{t_{AB}}$ and $AB_{t_{AB}}$. We obtain the following from the triangle inequality law:

$$BC_{t_{AB}} + AC_{t_{AB}} \geq AB_{t_{AB}} \quad (4.7)$$

Furthermore, the following two inequalities hold because the right hand side of each inequality is the trajectory distance of the corresponding two trajectories:

$$BC_{t_{AB}} \leq BC_{t_{BC}} \quad (4.8)$$
$$AC_{t_{AB}} \leq AC_{t_{AC}} \quad (4.9)$$

Summing up both sides of the two inequalities, we get:

$$BC_{t_{AB}} + AC_{t_{AB}} \leq BC_{t_{BC}} + AC_{t_{AC}} \quad (4.10)$$

We take the argument we derived above and apply what we observed in equation $4.7$:

$$AB_{t_{AB}} \leq BC_{t_{AB}} + AC_{t_{AB}} \leq BC_{t_{BC}} + AC_{t_{AC}} \quad (4.11)$$

This simply shows the following:

$$\delta_T(A, B) \leq \delta_T(B, C) + \delta_T(A, C) \quad (4.12)$$

This proves the triangulation property of our trajectory distance function. We proved all four requirements that a metric distance function needs to satisfy and therefore the trajectory distance function is a metric distance function.
4.4 Discrete Distance Function Optimality

This chapter has covered the definition of the trajectory distance function that is capable of comparing two input trajectories. However, it is completely unclear how to design an algorithm that can compute this distance. In this section, we show that there is a discrete version of this distance function. It turns out that the discrete distance function is the same as the trajectory distance function that we have already defined. The discrete trajectory distance function is the basis of our algorithm. The idea of the discrete trajectory distance is to use only the vertices and their timestamps to compute the distance.

Definition 4.4 (Discrete Trajectory Distance Function). Let \( P = \{p_1, p_2, \ldots, p_n\} \) and \( Q = \{q_1, q_2, \ldots, q_m\} \) be two given trajectories. Furthermore, let \( t_{p_i} \) denote the timestamp corresponding to the node \( p_i \) and \( t_{q_i} \) be the timestamp corresponding to \( q_i \). The discrete trajectory distance function \( \delta_{dT}(P, Q) \) is defined as following:

\[
\delta_{dT}(P, Q) = \max\left(\max_{1 \leq i \leq n} (d_{PQ}(t_{p_i})), \max_{1 \leq i \leq m} (d_{PQ}(t_{q_i}))\right)
\]

where \( d_{PQ}(t) \) is the Time-Distance function of \( P \) and \( Q \) at time \( t \).

Although the definition of the discrete version looks very different compared to the original trajectory distance function, the two are in fact exactly the same. In the discrete version, we are only concerned with the timestamps at the vertices of the two trajectories. However, in the original version, all the timestamps that are greater or equal to zero are taken into account. The question is why this is a good approach and the answer is simple: the two functions are basically equal and they evaluate to the same value. However, it is very difficult to implement an efficient algorithm for the original function but the discrete version has a simple algorithmic solution.

Let \( P_t \) denote the point associated with the position of a trajectory \( P \) at time \( t \). Moreover, let \( P \) and \( Q \) be two arbitrary trajectories. Furthermore, let \( t \) be the timestamp at which \( P \) and \( Q \) are furthest away from each other. It is clear that the euclidean distance between \( P_t \) and \( Q_t \) is the trajectory distance between \( P \) and \( Q \). The only way that the original trajectory distance function and the discrete trajectory distance function can evaluate to two different values is the following scenario: If neither of \( P_t \) and \( Q_t \) are on the vertices of \( P \) and \( Q \) respectively and they lie on two edges of the two trajectories. Let us denote these two edges with \( P_e \) and \( Q_e \) associated with trajectories \( P \) and \( Q \) respectively. Moreover, let \([t_1, t_2] \) be the time interval shared by these two edges. Consider a distance function \( d(T) = \|P_TQ_T\| \) defined over this time interval. For our scenario to be true, \( d(T) \) must have a local maxima \( T = t \). For the
rest of this section, we show that such a maxima cannot exist and therefore we prove that the trajectory distance function and the discrete trajectory distance function are completely equal.

Imagine two points moving through space on two different straight lines at two different constant speeds. Consider the distance between these two points as a function of time. As time passes, there are two fundamental different cases:

1) The two points move on the same line or on two parallel lines

2) The two points move on two nonparallel lines

The first fundamental case consists of three sub-cases. The first one is when the distance between the two points does not change. This is a simple case and it can only occur when the two points are moving in parallel to each other or on the same line and also in the same direction at the same speed. This is a very simple case because it is clear that the maximum distance is the distance between the two points at all time and there is no local maxima.

Figure 4.1: This figure illustrates the case where two points move in parallel lines at the same speed in the same direction. In the figure above on the left, two points are illustrated moving at the same speed on two parallel line. The distance function with respect to time is illustrated on the right hand side. Observe that this function does not have a global maxima. The distance between the two points is always constant.

The second sub-case occurs when two points move in opposite directions on the same line or on two parallel lines. In this case, the two points get closer to each and then at some point they move away from each other. In other words, the distance between them decreases until
they reach a global minima and then they move away from each other. Once they reach their minimum distance, they start moving away from each in opposite direction and therefore their distance increases again. Observe that there is a global minima but there is no global maxima (Figure 4.2). Consider an interval of the distance function, the maxima occurs at one of the end points of the interval.

Figure 4.2: This figure illustrates the case where two points move in parallel lines in opposite directions. Note that speed of the points will not affect the results here. The speed at which the two points travel can affect the parabola but observe that it will not create a global maxima. The two points move in opposite directions and three snapshots of the two points is illustrated at times $t_1$, $t_2$ and $t_3$. The distance function with respect to time is illustrated on the right hand side. Observe no global maxima can ever occur.
Figure 4.3: This figure illustrates the case where two points move in parallel lines in the same direction at different speeds. In this case, as the two points travel from time $t_1$ to time $t_2$, the distance between the two will be decreasing. The distance of the two objects is at a minimum at time $t_2$. Since one point is traveling faster than the other, its distance from the blue point increases after time $t_2$. Observe that no global maxima exists in the distance function again. There is a local minima when the two points get as close to each other as possible.

The third sub-case is when two points move on the same line or two parallel lines in the same direction but at varying speeds. This one is similar to the previous case. The two points may approach each other as one moves faster than the other one and therefore their distance decreases until they reach a global minima. Once they reach their minimum distance, the faster point passes the slower one and therefore their distance increases. Similar to the previous case, no global maxima can occur. There is only a global minima. If we look at an interval of the distance function, the maxima occurs at one of the end points of the interval.
Figure 4.4: This figure illustrates the second fundamental case where the two lines are non-parallel. Considering the time interval of \((-\infty, +\infty)\), the two points will approach each other at a minimum distance \(t_2\). Furthermore, as \(t\) approaches \(+\infty\), the distance between the two points increases again. There no global maxima. Only a global minima can occur.

The second fundamental case is when the two points are moving in two nonparallel lines. This case is easier to analyze. The most important thing to observe is that since the points are moving on two nonparallel lines, we can imagine the distance between them for the time interval \((-\infty, +\infty)\). Since the two lines are not parallel to each other, there is a point in time at which the distance between the two points is at a minimum. In other words, the distance at time \(-\infty\) is \(+\infty\) and as we move through time, the distance between the two points decreases until they reach a minimum distance and then as we move into time \(+\infty\), the distance between the two increases again approaching \(+\infty\) again. It is clear that there is no global maxima in this case again. There is only a local minima. Considering an interval of the distance function, the maxima can only occur in one of the two end points of the interval.

### 4.5 Distance Function Algorithm

In Section 4.4, we showed that the discrete distance function can be used to compute the trajectory distance between two trajectories. The discrete distance function is only concerned with the vertices of the input trajectories. This is a very important observation when we need to design an algorithm. In this section, we will start with a naive algorithm that can be used to compute the distance between two trajectories. This algorithm will only be used to illustrate the idea but it runs in \(\theta(nm)\) where \(n\) and \(m\) are the number of vertices in the two input...
trajectories. We will then present an efficient algorithm that does that computation and it runs in $\theta(n + m)$. This will be a very good improvement because it will guarantee fast distance computation which is the key to clustering large datasets.

Let us first start with the naive algorithm. In Section 4.4 we looked into the trajectory distance function more closely and we made an important observation. The observation was that the trajectory distance can only occur at the vertices of the trajectories. This implies that we can compute the trajectory distance by finding the distance between the two trajectories only at the timestamps of the vertices. Let us start by defining a simple function that computes the position of a trajectory at a given time $t \geq 0$. We also assume that each trajectory is stored in an ordered linked list.

**Algorithm 1** Find the position of the trajectory at time $t$ by doing a linear search

Require: $T$: input trajectory

Require: $t$: input timestamp

Ensure: Compute the position of $T$ at time $t$.

**procedure FINDPOSITIONBYLINEARSEARCH**($T$, $t$)

assert $(t \geq 0)$

$n \leftarrow \text{head}(T)$

while next$(n) \neq \text{nil}$ do

$n' \leftarrow \text{next}(n)$

if $t \geq \text{timestamp}(n) \&\& t \leq \text{timestamp}(n')$ then

return $(t - \text{timestamp}(n'))(\text{position}(n') - \text{position}(n)) + \text{position}(n)$

end if

$n \leftarrow n'$

end while

return position$(n)$

end procedure

It is important to note that Algorithm 1 runs in linear time. The algorithm basically follows the edges of a trajectory in order. Each edge of the trajectory has a constant speed and if timestamp $t$ occurs on that edge, the position associated with $t$ can be computed. The algorithm ensures that $t$ is a non-negative real number. If all the edges are inspected and $t$ does not fall onto any of the edges, then $t$ must be larger than the timestamp of the last vertex. Our assumption was that once the object reaches the last timestamp then it remains in that position for all timestamps larger than the last timestamp. Due to this assumption, the position of the last node will be returned in that case. The algorithm keeps track of the end points of the edge
that is being inspected at each iteration of the while loop and names them \( n \) and \( n' \). If \( t \) is between the timestamp of \( n \) and \( n' \), then its position is computed using equation (3.10). If the algorithm does not return a value while executing within the while loop, it will exit the while loop. At this point, \( n \) is the last node of the trajectory and therefore its timestamp is returned.

**Algorithm 2** This algorithm takes two trajectories \( A \) and \( B \) as input. It then iterates over all the vertices of \( A \) and computes the maximum distance from the end points of \( A \) to their corresponding points on \( B \). Algorithm 1 is used to find the corresponding point on \( B \). Note that this function does not compute the trajectory distance between \( A \) and \( B \) because vertices of \( B \) are not inspected.

**Require:** \( A \): first trajectory

**Require:** \( B \): second trajectory

**procedure** \textsc{OneDirectionalDistanceComputation}(\( A, B \))

\[
\begin{align*}
n &\leftarrow \text{head}(A) \\
\text{maxDist} &\leftarrow 0 \\
\text{while } n \neq \text{nil} &\text{ do} \\
\text{p} &\leftarrow \text{position}(n) \\
\text{q} &\leftarrow \text{FindPositionByLinearSearch}(B, \text{timestamp}(n)) \\
\text{maxDist} &\leftarrow \max(\text{maxDist}, \text{euclideanDistance}(p, q)) \\
n &\leftarrow \text{next}(n) \\
\text{end while} \\
\text{return } \text{maxDist}
\end{align*}
\]

**end procedure**

Algorithm 2 does not compute the trajectory distance between \( A \) and \( B \). It does a one-directional distance computation i.e., only the vertices of \( A \) are taken into account. In Section 4.4, we showed that the maximum distance between two trajectories can occur at the vertices of either trajectories. Thus, we need to look at all the timestamps at the end points of both \( A \) and \( B \). Algorithm 2 is very intuitive: It iterates over the vertices of \( A \) and finds the corresponding points on \( B \) using Algorithm 1. The algorithm computes the distances at these timestamps and keeps track of the maximum distance in the variable \( \text{maxDist} \). Once all the vertices are visited, the value of \( \text{maxDist} \) is returned. In order to compute the actual trajectory distance, this computation must be done in both directions. This is simple:
Algorithm 3 This algorithm computes the trajectory distance between $A$ and $B$ by executing Algorithm 2 in both directions.

Require: $A$: first trajectory

Require: $B$: second trajectory

procedure TWO DIRECTIONAL DISTANCE COMPUTATION($A, B$)

$d_{AB} \leftarrow$ ONE DIRECTIONAL DISTANCE COMPUTATION($A, B$)

$d_{BA} \leftarrow$ ONE DIRECTIONAL DISTANCE COMPUTATION($B, A$)

return $\max(d_{AB}, d_{BA})$

end procedure

This way all the vertices of both trajectories are taken into account. The algorithm runs twice (once from $A$ to $B$ and a second time from $B$ to $A$). It finally returns the maximum of the two which is the trajectory distance. Algorithm 3 takes $O(mn)$ to compute the trajectory distance where $n$ and $m$ are the number of vertices of the input trajectories. This is not an efficient algorithm and there is room for improvement.

There are better ways to use the same technique to compute the trajectory distance. For example, we could store the trajectories in arrays rather than linked lists. Since the order of nodes are preserved, we could perform a binary search on an array to find the position of a given timestamp. This could improve the running time but it is not the optimal solution. Notice that the vertices of the trajectories are in order. We could visit the vertices of the two trajectories in an increasing order of timestamps both at the same time. For example if we have two trajectories: the first one with only two vertices with timestamps 0 and 10 and a second trajectory with 12 vertices with timestamps 0, 1, 2, 3, ..., 11. We could visit the first vertex of the first trajectory and then visit the first 10 vertices of the second trajectory. Next, we visit the second node of the first trajectory and finally the last two vertices of the second trajectory. This technique is very common when it comes to designing algorithms. For example, the famous merge sort algorithm uses a very similar approach when it merges two sorted partitions into a single sorted partition.

Let us examine this approach in more details. First of all, we need to store the trajectories in a different data structure. Linked lists are good structures when data changes frequently. More specifically, they are very efficient when new elements need to be inserted or removed from anywhere in the list. Trajectories are fixed data structures i.e., we generate them once and we never dynamically modify them. In such cases, arrays provide a much better performance compared to linked lists as they provide random access to any element at any index in constant time. When computing the distance between two trajectories, we may query different indexes.
It is important to pick the right data structure for an optimized algorithm. In this case, we choose to store a given trajectory in an ordered array (ordered by timestamps).

We can define an invariant and try to maintain it in our algorithm. Let us assume that we have two trajectories: \( P = \{p_1, p_2, \ldots, p_n\} \) and \( Q = \{q_1, q_2, \ldots, q_m\} \). Let us now define an invariant.

Given two integers \( i \) and \( j \) such that \( 0 < i \leq n + 1 \) and \( 0 < j \leq m + 1 \), let us assume that the following three statements are true:

1) Let \( k \) be a pre-computed value which is the trajectory distance between the two sub-trajectories \( \{p_1, p_2, \ldots, p_{i-1}\} \) and \( \{q_1, q_2, \ldots, q_{j-1}\} \).
2) If \( i \leq n \) then \( \text{timestamp}(p_i) \geq \text{timestamp}(q_{j-1}) \)
3) If \( j \leq m \) then \( \text{timestamp}(q_j) \geq \text{timestamp}(p_{i-1}) \).

Let us now define some base values for \( i, j \) and \( k \) such that our invariant holds for any given trajectories. We define \( k \) to be the euclidean distance between \( \text{position}(p_1) \) and \( \text{position}(q_1) \). Furthermore, let \( i = j = 2 \). Observe that the three statements above hold for any two trajectories. This is due to the fact that \( \text{timestamp}(p_1) = \text{timestamp}(q_1) = 0 \) and it immediately follows that the statements 2 and 3 hold. Furthermore, the trajectory distance between the two sub-trajectories \( \{p_1\} \) and \( \{q_1\} \) is the euclidean distance between \( p_1 \) and \( q_1 \). This concludes that the statement 1 also holds. Our goal is to increment \( i \) and \( j \) one at a time while updating \( k \) ensuring our invariant holds.

Let us now address how we can update \( k \) while incrementing \( i \) or \( j \) at each iteration. For now, we assume that \( \text{timestamp}(p_i) \geq \text{timestamp}(q_j) \) and we show how to update \( i, j \) and \( k \). Please note that swapping \( p \) with \( q \) and \( i \) with \( j \) will work exactly in the same way when \( \text{timestamp}(p_i) < \text{timestamp}(q_j) \). Observe that if \( \text{timestamp}(p_i) \geq \text{timestamp}(q_j) \), then \( \text{timestamp}(p_{i-1}) \leq \text{timestamp}(q_j) \leq \text{timestamp}(p_i) \). This means that we need to find the position of trajectory \( P \) at timestamp \( q_j \) on the edge connection \( p_{i-1} \) to \( p_i \). This distance, \( k' \), can easily be computed in constant time using the equation (3.10). We can then update \( k \) by assigning it to \( \max(k, k') \). Furthermore, we increment \( i \) by 1. Please observe that after these operations, our invariant will still hold. We continue until either \( i = n + 1 \) or \( j = m + 1 \).

Without the loss of generality, let us assume that we reach a point where \( i = n + 1 \). At this point, the following statements hold due to our invariant:

1) Due to invariant (Statement 3): \( \forall j \leq j' \leq m (\text{timestamp}(q_{j'}) \geq \text{timestamp}(p_n)) \)
2) Due to invariant (Statement 1): \( k \) is the equal to the trajectory distance between \( P \) and the sub-trajectory \( \{q_1, q_2, \ldots, q_{j-1}\} \).
Observe that at this point, $k$ accounts for all vertices except for $q_j, q_{j+1}, \ldots, q_m$ whose timestamps are greater than $\text{timestamp}(p_n)$. This means that by iterating over these vertices one at a time, we can update the value of $k$. For each vertex, we compute its distance with $\text{position}(p_n)$. If this distance is greater than the value of $k$ then we update $k$ with this new distance. At the end of this calculation $k$ is the trajectory distance between $P$ and $Q$. 


Algorithm 4 This algorithm computes the trajectory distance of two trajectories in linear time.

Require: $P$: first trajectory given in an ordered array

Require: $Q$: second trajectory given in an ordered array

Ensure: Compute the trajectory distance between $P$ and $Q$

procedure TRAJECTORYDISTANCE($P$, $Q$)
    if length($Q$) = 1 then
        SWAP($P$, $Q$)
    end if
    $k \leftarrow$ euclidean($P[1], Q[1]$)
    $i \leftarrow 2$
    $j \leftarrow 2$
    $n \leftarrow$ length($P$)
    $m \leftarrow$ length($Q$)
    while $i \leq n$ & $j \leq m$ do
        if timestamp($P[i]$) < timestamp($Q[j]$) then
            SWAP($P$, $Q$)
            SWAP($n$, $m$)
            SWAP($i$, $j$)
        end if
        $p \leftarrow$ 
        \[
        \left( \frac{\text{timestamp}(Q[j]) - \text{timestamp}(P[i-1])}{\text{timestamp}(P[i]) - \text{timestamp}(P[i-1])} \right) \left( \text{position}(P[i]) - \text{position}(P[i - 1]) \right) + \text{position}(P[i - 1])
        \]
        $k = \max(k, \text{euclidean}(Q[j], p))$
        $i = i + 1$
    end while
    while $j \leq m$ do
        $k = \max(k, \text{euclidean}(Q[j], P[n]))$
        $j = j + 1$
    end while
    return $k$
end procedure

Algorithm 4 computes the trajectory distance between $P$ and $Q$ in linear time. Observe that each node is only visited once and therefore the running time of the algorithm is $O(n + m)$ where $n$ and $m$ are the number of vertices of the two trajectories. Notice that the algorithm first checks the length of $Q$. Alternatively, $P$ and $Q$ get swapped if $Q$ only has one vertex.
This is because if $Q$ has only one vertex and the $P$ has more than one vertex, none of the two while loops will execute. As a result, we return the distance between the first vertices of $P$ and $Q$ which is the wrong value. Notice that if both the trajectories only contain one vertex then the result is correct. Moreover, if $Q$ has more than one vertices and $P$ has only one vertex, then the second loop will execute and we compute the correct value. Swapping $Q$ and $P$ in the case where $Q$ has a single vertex ensures that our algorithm always computes the right value. Additionally, notice that in the first while-loop, we first ensure that the timestamp of $P[i]$ is greater that the timestamp of $Q[j]$. If this is not the case, we swap $P$ and $Q$ and their associate indexes $i$ and $j$ and also the variables indicating their length $n$ and $m$. We can swap these variables in constant time because $P$ and $Q$ are arrays which are pointers in memory and they can be swapped in constant time. Their associate indexes and lengths are only integer variables and they can also be swapped in constant time. This ensures that the algorithm is simple and it follows our invariant.

4.6 Conclusion

In this chapter, we defined our trajectory distance function. Furthermore, we saw that the discrete trajectory distance function is exactly the same as the original trajectory distance function. This observation led us to design a naive algorithm that computes the trajectory distance function in $O(nm)$. We learned that choosing the right data structure to store our trajectories is important. Moreover, using some classical algorithmic techniques borrowed from merge-sort, we were able to design an efficient algorithm that computes the trajectory distance function. This algorithm runs in $O(n + m)$ which is optimal because each node has to be visited at least once for us to compute the discrete trajectory distance. We will use this algorithm for clustering our trajectories in Chapter 6.
Chapter 5

Trajectory Simplification

Chapter 4 covered the trajectory distance function. We also saw how we can compute this distance in linear time. In this chapter, we are going to switch to a completely different topic: The trajectory simplification problem. This chapter explains the reason behind trajectory simplification. In this chapter, we will explain the trajectory simplification problem and we will show why and how it is useful in the context of clustering. Furthermore, we will show two different efficient solutions to this problem. We will compare these two solutions in Chapter 7 in terms of performance and actual running time. The trajectory simplification problem is simple. Given a trajectory $T$ and a threshold $\epsilon \geq 0$, compute a trajectory $T'$ such that $|T'| \ll |T|$ and $\delta_T(T, T') \leq \epsilon$. This problem is very similar to min-# problem introduced in Chapter 2.

5.1 Purpose

The fact is that we already have a linear-time algorithm that can compute the distance between two trajectories. In fact, this linear solution is quite fast in practice. However, trajectories can be very long objects. When we collect trajectory data, the data tends to contain a lot of repetitive information. For example, objects that move slowly tend to accumulate too many vertices for long time intervals and short distances. Even fast-moving objects that maintain a constant speed moving in straight lines normally generate too many vertices on their path that can be eliminated. The problem occurs when the system has to handle a large dataset which contains very long trajectories. Normally, a clustering system needs to capture these trajectories in main memory. One solution is to transfer some of these long trajectories into a physical storage device such as a hard drive when we do not need them and reload them back into memory when necessary. However, there are a few fundamental problems associated
with this solution. The first problem is that this approach can weaken the clustering algorithm. Clustering algorithms mostly rely on the objects available to them in main memory. Moreover, longer trajectories mean more trajectories are in the storage device rather than in main memory. As the number of trajectories in the storage device increases, the algorithm operates with a lower ratio of the objects which in turn lowers the quality of the clusters. The second problem is loading information from a storage device into main memory when necessary. Such operations can be expensive for longer trajectories. It takes a longer time to load longer trajectories back into main memory. Observe that for a real-time system, we cannot avoid exporting some of the data into a storage device but if each object is very long then loading them back into memory can be very costly. Most incremental clustering algorithms execute the distance function many times with many objects before finding the appropriate cluster for insertion. If the trajectories contain a large number of vertices, it will take a long time to compute distances between trajectories. This will lead to very slow insertions in the clustering process which is an issue for a real-time system. Consider a new trajectory that has 200 vertices and it is to be inserted into one of the existing clusters in the system. Imagine that the clustering algorithm compares this trajectory with 20 other existing trajectories in the system before finding the right cluster. If each trajectory that the new trajectory is being compared against has 100 nodes then we need to perform 400000 vertex comparisons before the right cluster is found. Now imagine the following scenario: Simplify the new trajectory by a factor of 10 and every single trajectory that already exists in the system was also simplified by the same factor when they were first inserted. In the latter case, we only have to perform 4000 vertex comparisons before finding the right cluster. That means that each insertion can be done 100 times faster. This can be a huge improvement and it really pays off when the number of trajectories increase in the system.

We may be able to save a lot of memory and time if we pre-process a trajectory before inserting it into a cluster. This pre-processing must produce a new trajectory with fewer vertices such that the path and the speed of the new trajectory is not very different than the original trajectory. The goal is to come up with a method such that the number of resulting vertices are much fewer and the trajectory distance between the simplified and unsimplified trajectories is bounded by a threshold. This threshold is introduced in order to ensure that we preserve the quality of our clusters. Let us assume that we have two trajectories $A$ and $B$ and we can compute a simplified version of them $A'$ and $B'$ respectively. The claim is that their respective distance, namely $\delta_T(A', B')$ is almost the same as $\delta_T(A, B)$ where $\epsilon$ is a small real number:

\[
\delta_T(A, A') \leq \epsilon
\]  

(5.1)  

\[
\delta_T(B, B') \leq \epsilon
\]  

(5.2)
\[ \delta_T(A, B) \leq \delta_T(A, A') + \delta_T(B, B') + \delta_T(A', B') \]  
(5.3)

\[ \delta_T(A, B) \leq \delta_T(A', B') + 2\epsilon \]  
(5.4)

This is due to the triangulation property. This inequality implies that if we choose a small value for \( \epsilon \), the distance between \( A' \) and \( B' \) is not that different than the distance between \( A \) and \( B \). Observe that clustering algorithms attempt to group similar objects in the same cluster. They achieve this by computing the distance between the objects using the distance function. The introduced threshold ensures that distances between objects are preserved and therefore the quality of the final clusters are preserved.

### 5.2 Remote Trajectory Simplification Method

The remote trajectory simplification aims to attack a very similar problem. It mainly targets Moving Object Databases (MOD). Such databases are designed to store trajectory information of moving objects. The problem is that they normally obtain their data from remote tracking devices such as GPS or mobile devices. These devices are capable of generating a lot of data points in very short time intervals. In these cases, the amount of data can be substantial and it can cause two obvious problems. Firstly, these devices transfer their data on wireless communication lines and too many data points causes a waste of bandwidth. The second problem is that MOD must handle large sets of data and it can easily run out of space. There are multiple approaches that attack this problem \([32, 21]\). Lang and Farrel \([22]\) offer a generic solution to this problem and they call it generic remote trajectory simplification (GRTS). These solutions all have one common ground: They all use a prediction function to predict the next position of the object. Furthermore, they only update the prediction function if and only if the position of the object deviates by a large amount from the predicted value. One important assumption must be made for this approach to work: The time interval between two consecutive data points must be constant.

Although these approaches are very useful to solve the MOD problems, they make it almost impossible for us to use our distance function. These approaches make it easy to store trajectory data points in database using multiple prediction functions. Unfortunately, they make it really hard to load these data points in memory with less data points. Thus, they will not improve the running time of trajectory distance function.
5.3 Approach

We have already seen in Chapter 2 that there are numerous solutions for the min-# problem. The trajectory simplification problem is a very similar problem to min-# problem. With all the similarities, we must be careful because there are also many differences. The min-# problem is defined over polygonal chains rather than trajectory objects. Polygonal chains have no information about time or speed of an object moving through space. The trajectory distance function is dependant on both the coordinates and the timestamps of the spatio-temporal nodes.

Let us start with a greedy approach to solve this problem. Consider a trajectory obtained from tracking a person using a surveillance system. Furthermore, let us assume that the person is walking on an approximately straight line at a constant speed. Moreover, the tracking system is capturing the position of the person in space 10 times per second. If the person takes two steps a second, then the tracking system constructs a trajectory with 5 spatio-temporal nodes for every step. Thus, if the system tracks the person for only 10 seconds then a trajectory with 100 spatio-temporal nodes gets generated. Notice that the person is moving at a constant speed on an approximately straight line. This implies that all the nodes except for the first and the last node can be eliminated. Observe that this elimination of the nodes in the middle will result in a trajectory with only two nodes. This new trajectory is defined on approximately the same path and at the same speed as the original trajectory. Figure 5.1 illustrates an example of such simplification.

There is a clear problem with this approach. This approach would only work if our trajectories only move on relatively straight lines at constant speeds. This is actually not true in practice. Moving objects change direction and their velocity may fluctuate as they move through space. Therefore, this is clearly a very unrealistic assumption. In order to resolve this issue, we could perform the same method until the trajectory changes direction or speed.

This chapter will cover two methods to solve the simplification problem. The second method is a slight modification of the solution given for simplifying polygonal chains under Fréchet distance [2]. This approach was addressed in Chapter 2. The algorithm starts from the initial node of a trajectory and iterates through its nodes one by one. At each step, it computes the smallest enclosing disk that contains all these nodes. If the radius of the enclosing disk is less than the threshold $\epsilon$ then the algorithm moves onto the next point. On the other hand, if the radius exceeds the threshold, it takes a step back and removes the last node. In most cases two nodes are inserted to the simplified version of the trajectory. Both of these nodes are located at the centre of the enclosing disk with two different timestamps in order to synchronize the speed with the original trajectory. We will cover this algorithm in details in this chapter.
Figure 5.1: This figure illustrates how trajectory information can become long and how they can be simplified with minimal loss of information.

5.4 Doubling Search Method

This section covers a method that can be exploited to design algorithms to perform efficient searches. We will use this method in both of our solutions in this chapter. Let us first give a general introduction of the search problems that can be solved using the doubling search method. Assume that an ordered list \( L = \{o_1, o_2, \ldots, o_n\} \) containing \( n \) objects is given as input. The order of the objects in the list is important and changing the order of the objects will affect the representation given by the list.

Observe that trajectories and polygonal chains share this property. The nodes in a trajectory must be in the order in which points appear through space. Changing the order of nodes will affect the representation of a trajectory. In fact, changing the order of the nodes has broader consequences when it comes to trajectories. Trajectories are required by definition to have nodes whose timestamps progresses sequentially. This means that switching two nodes will cause a trajectory to violate this rule which in turn will make it invalid by definition.

In addition to the ordered list, a rule \( R \) is also given to us as an input. This rule is either satisfied or not satisfied for the first \( k \) elements of an ordered list \( L \). The rule \( R \) must have the following three properties:

1. \( R \) is always satisfied for the first element of \( L \)
2. If $R$ is satisfied for the first $i$ elements of $L$ then it must be satisfied for the first $j$ elements where $0 < j \leq i$

3. If $R$ is not satisfied for the first $i$ elements of $L$ then it also is not satisfied for the first $j$ elements such that $j \geq i$

$R$ is a mathematical tool but in order to address our search problem algorithmically, we need to replace $R$ with a function. Let $f_R(L,k)$ be a function that is mapped to "true" if $R$ is satisfied by the first $k$ elements of the list $L$ and otherwise, it is mapped to "false":

\[
f_R(L,k) = \begin{cases} 
  \text{true} & \text{if } R \text{ is satisfied for the first } k \text{ elements of } L \\
  \text{false} & \text{if } R \text{ is not satisfied for the first } k \text{ elements of } L 
\end{cases}
\]

We also assume that the evaluation of $f_R$ has a running time complexity of $\theta(k)$. Our task is to compute the largest index $i$ such that the rule $R$ is satisfied for the first $i$ elements of the list. Once the largest index $i$ is found, consider a new list $L' = \{o_{i+1}, o_{i+2}, \ldots, o_n\}$. We would like to continue our search on this new list and do this until the list is empty. Let us give an example to clarify this. Consider an ordered list of integer numbers $L = \{1, 2, 3, 2, 4, 1, 5, 2\}$ and the following rule $R$: given an integer $k$ and an ordered list $L$, the rule $R$ is only satisfied if the sum of the first $k$ elements of $R$ is at most 7. The sum of the first three elements of the list $L$ is 6 but the sum of the first four elements of $L$ is 8 therefore the first largest index is 3. At this point, we are left with a shorter list: $\{2, 4, 1, 5, 2\}$. Although at each step our list gets smaller but we still use the indexes of the original list $L$. In the new shorter list, the first three elements of this list satisfy the rule $R$ but not the first four elements. Therefore the second largest index is 6. We are now left with the following list: $\{5, 2\}$. In the last step, both of the elements satisfy the rule $R$ and therefore the last index that we find is 8. These indexes are placed into an ordered set called "the optimal index set": $I = \{3, 6, 8\}$.

Let us now examine an algorithm that can solve this problem. Our goal is to compute the optimal index set for an input ordered list $L$ of size $n$ and an input function $f_R(L,k)$. The only assumption that we will make is that the input list to the algorithm is in an array data structure. Let us first start by a greedy and naive algorithm. The simplest way to solve this problem is to iterate over the indexes of the list from the first index to the last index. This can be done using a simple for-loop with an incremental index $i$. The algorithm does not need to check for the first index of the list because according to the first property of $R$, $f_R(L,1)$ must evaluate to true. Therefore, the algorithm start from the second index of the list. Once $f_R$ evaluates to false then $i - 1$ is the largest index in $L$ for which $R$ is satisfied. If the algorithm exits the for-loop without returning an index then the largest index for which $R$ is satisfied is $n$. Thus, the algorithm returns $n$ if it exits the for-loop. This will only compute the largest index of $L$
that satisfies $R$. Recall that our goal is to continue until the list is empty. We can do that using a second algorithm (Refer to algorithm 6).

**Algorithm 5** Returns the largest index for which rule $R$ is satisfied.

**Require:** $L$: an array of elements  
**Require:** $n$: number of elements in $L$  
**Require:** $f_R$: a linear running time function that replaces rule $R$ as described.

```plaintext
procedure GREEDYLARGESTINDEXSEARCH($L$, $n$, $f_R$)
    for $i \in \{2, ..., n - 1\}$ do
        if $f_R(L, i)$ evaluates to false then
            return $i - 1$
        end if
    end for
    return $n$
end procedure
```

Algorithm 6 always terminates. This is because algorithm 5 will always return an index of at least 1 and that is due to the first property of $R$. Observe that algorithm 6 is not calling the function in algorithm 5. This is because we are going to modify algorithm 5 but for now we assume that it is going to call the function in algorithm 5. Let us now explain how algorithm 6 works.

The algorithm computes the optimal index set $I = \{i_1, i_2, ..., i_m\}$ which contains indexes of $L$ with the following properties:

1. $i_1$ is the largest index in $L$ that satisfies the rule $R$.
2. For any $j > 1$, the index $i_j$ is the largest index in $L' = \{o_{i_j-1+1}, o_{i_j-1+2}, ..., o_n\}$ that satisfies the rule $R$.

Algorithm 6 calls the function in algorithm 5 at each step in the while-loop to compute the next index. The algorithm updates the list $L$ and its size, $n$, at each iteration. The problem with this algorithm is its quadratic running time complexity assuming $f_R$ has a linear time solution. This is very inefficient for our purposes. As we will see, our simplification algorithm depends on an algorithm that computes the optimal index set. We cannot use algorithm 6 as a foundation for our simplification solution due to its inefficiency.

In order to solve this problem we use the doubling search method [18, 2, 4]. Observe that algorithm 6 can run faster if algorithm 5 can be improved to run faster. This is exactly what...
we are going to do here. We are going to modify algorithm 5 by performing two searches instead of a single linear search. Observe that the running time complexity of algorithm 5 is $\theta(i^2)$ where $i$ is the computed index that is returned by this algorithm. This is simply because of the linear running time complexity of $f_R$.

The doubling search method has two phases. First, the algorithm finds a range in the list that contains $i$. Once this range is computed, a binary search is performed to find the exact index $i$. In the first search phase, the algorithm looks for the largest value for $t$ such that:

1. Rule $R$ is satisfied by the first $2^{t-1}$ elements of the list
2. Rule $R$ is not satisfied by the first $2^t$ elements of the list

Once the algorithm finds the value of $t$, it will perform a binary search to find $i$ within the range of indexes from $2^{t-1}$ to $2^t$.

Algorithm 7 demonstrates how the doubling search method works. Let us first examine the algorithm and then we will derive the running time complexity of the algorithm. Observe that the algorithm initializes $t$ to 1. In other words, the first index that is to be checked is the second index. This is again because we know $R$ is satisfied for the first index of $L$. The algorithm performs its first search first in the while-loop. Furthermore, at each iteration of the
**Algorithm 7** Finds the index $i$ in two search phases.

**Require:** $L$: an array of elements

**Require:** $n$: number of elements in $L$

**Require:** $f_R$: a linear running time function that replaces rule $R$ as described.

**procedure** DOUBLINGSEARCH($L$, $n$, $f_R$)

$t \leftarrow 1$

while $2^t < n$ & $f_R(L, 2^t)$ evaluates to true do

$t = t + 1$

end while

$m \leftarrow 2^{t-1}$

$k \leftarrow \min(2^t, n)$

Perform a binary search in $L[m, m + 1, ..., k]$ to find the index $i$

return $i$

end procedure

The while-loop, the value of $t$ is incremented until either $2^t$ becomes larger than the size of $L$ or $f_R(L, 2^t)$ evaluates to false. Given any of those conditions, the algorithm exits the loop and performs a binary search within the computed range. It finally returns the index found from the binary search.

We shall now compute the running time complexity of this algorithm. From now on, we assume that algorithm 6 calls the function in algorithm 7 to compute the largest index. Let $m$ be the size of the optimal index set computed by algorithm 6 when the algorithm terminates. Furthermore, let $k_i$ be the $i^{th}$ index returned by the algorithm. Let us focus on $k_1$ for now and then we will apply our method for the rest of the indexes. The first search is done in $O(k_1 \log k_1)$. This is due to the fact that $k_1$ must be between $2^{t-1}$ and $2^t$. This implies that $k_1 < 2^t$. In other words, the loop in the doubling search function iterates $\lceil \log k_1 \rceil$ times. Furthermore, the binary search should also terminate in $\lceil \log k_1 \rceil$ iterations. In each iteration, the binary search computes $f_R$ which runs in at most $\Theta(2k_1)$ time. Therefore the first breaking point $k_1$ is found in $O(k_1 \log k_1)$. Moreover, since we remove the first $k_1$ elements, the same applies to $k_2$ and so on. The running time of the algorithm can be expressed as following:

$$T(n) = k_1 \log k_1 + k_2 \log k_2 + ... + k_m \log k_m$$  \hspace{1cm} (5.5)

Furthermore, we know that the sum of all the indexes will be equal to $n$:

$$\sum_{i=1}^{m} k_i = n$$  \hspace{1cm} (5.6)
This concludes that the running time of the function above is $O(n \log n)$.

### 5.5 Direct Link Simplification Method

In Section 5.4, we introduced the notion of an abstract rule that must have three properties. In this section, we will modify the doubling search method slightly. Moreover, we define a concrete rule for the doubling search method to simplify a trajectory. We will see that this rule does not obey the last two properties introduced in Section 5.4. Let us first examine the consequences of removing the last two properties of a rule. Observe that we need the first property to ensure the termination of algorithms 6 and 7. However, properties two and three are only there to ensure that the output of the algorithm is always consistent and easily predictable.

Let $A$ be an array of abstract elements $\{a_1, a_2, ..., a_n\}$. Moreover, consider a second array of elements that corresponds to values observed by running the rule function $f_R(A, i)$. Let us call this the ruling array and denote it with $\lambda = \{r_1, r_2, ..., r_n\}$. Clearly, the domain of the ruling array is a binary set: $\{true, false\}$. Furthermore, for any $0 < i \leq n$, we know the following: $r_i = f_R(A, i)$. The doubling search method assumes one of the following outcomes for $\lambda$:

1. $\lambda = \{true, true, true, ..., true\}$
2. $\lambda = \{true, true, ..., true, false, false, ..., false\}$

The first outcome is the case where function $f_R$ evaluates to $true$ for any given index of the array $A$. In this case, the largest index that satisfies rule $R$ is the size of the array which we denoted by $n$. Therefore the optimal index set is $I = \{n\}$. The first element of $\lambda$ is always true due to the first property of $R$. The second outcome above has a breaking point. In other words, the second outcome breaks $\lambda$ into two consecutive partitions. The first partition is all the "true" values and the second partition is all the "false" values.

Let us now assume that we have a rule that does not obey properties two and three but it always obeys the first property. As a result of this assumption, the array $\lambda$ can have outcomes like the following:

$\{true, true, false, false, true, false, true, false, false, ..., \}$

Recall that our new rule still obeys property 1: the first element of $\lambda$ is always $true$. We cannot have any further assumptions on the outcome of $\lambda$. In other words, $\lambda$ can be partitioned into more than two consecutive $true$ or $false$ values. A breaking point occurs when a $true$ value is followed by a $false$ value in $\lambda$. Therefore, we can also have multiple breaking points.
Removing the last two properties of $R$ can make $\lambda$ have no breaking points or 1 or more breaking points. This does not mean that the doubling search algorithm will no longer work. The only consequence is that it is not easy to predict which breaking point the doubling search function returns at each iteration. The algorithm will still execute its task and it is guaranteed that it will terminate due to the first property of the rule $R$.

Let us now define our concrete rule which we will call the direct link rule. We define the function $f_{dl}(T, i)$ that corresponds to rule $R_{dl}$:

**Definition 5.1 (Direct link rule function).** Given a trajectory $T = \{c_1, c_2, ..., c_n\}$, an index $i$ and a threshold value $\epsilon \geq 0$, the direct link rule function is defined as following:

$$f_{dl}(T, i) = \begin{cases} 
\text{true} & \text{if } \delta_T(T_i, T') \leq \epsilon \\
\text{false} & \text{if } \delta_T(T_i, T') > \epsilon 
\end{cases}$$

where $T' = \{c_1, c_i\}$ and $T_i = \{c_1, c_2, ..., c_i\}$

Recall that in Chapter 4 we presented the trajectory distance algorithm that has a linear running time complexity. Hence, the direct link ruling function $f_{dl}(T, i)$ has a running time complexity of $\theta(i)$. Same distance function can be used to compute the direct link rule function. In this case, trajectory $T_i$ has a length of $i$ and $T'$ has a length of two. Using this approach, the total running time will be $\theta(i + 2) = \theta(i)$. We conclude that the running time complexity of the function $f_{dl}$ is $\theta(i)$. This is required to ensure that the doubling search algorithm preserves its running time complexity of $O(n \log n)$.

Furthermore, the direct link rule obeys the first property: it always evaluates to $true$ for any input trajectory and $i = 1$. Consider an input trajectory $T = \{c_1, c_2, ..., c_n\}$ and an input index $i$ which is equal to 1. As a result of this input, we can construct $T_i$ and $T'$: $T_i = T_1 = \{c_1\}$ and $T' = \{c_1, c_1\}$. In this case, $T'$ can be simplified. This is because the first and the second node of $T'$ are exactly the same and therefore they have the same coordinates and timestamps. In other words, we have the following $T' = \{c_1, c_1\} = \{c_1\}$. This implies that $T' = T_1$:

$$\delta_T(T_1, T') = 0$$

The threshold $\epsilon$ is a non-negative value. This brings us to the conclusion that $f_{dl}(T, 1)$ always evaluates to $true$ for any given input trajectory $T$. This confirms that the direct link rule obeys the first property that is required to ensure the termination of the doubling search algorithm.

Let us now address one of the properties of the trajectory distance function. The trajectory distance function is the maximum distance between any two input trajectories at the timestamps defined on the nodes of the trajectories. This observation leads us to the realization of a property of the distance function that can be exploited for the simplification problem.
Recall that the distance function was defined as $\delta_T(T_1, T_2) = \max_{t \geq 0} (d_{T_1 T_2}(t))$ where $d_{T_1 T_2}(t)$ is the euclidean distance between $T_1$ and $T_2$ at time $t$. This implies that for some timestamp $\alpha$, $\delta_T(T_1, T_2) = \max_{t \geq 0} (d_{T_1 T_2}(t)) = \max(\max_{0 \leq t \leq \alpha} (d_{T_1 T_2}(t)), \max_{t \geq \alpha} (d_{T_1 T_2}(t)))$. We can think of $\alpha$ as a time breaking point that partitions each trajectory into two trajectories. The trajectory distance function can be applied to these partitions in order to compute the overall trajectory distance function. The trajectory distance is defined as the maximum of the trajectory distances of each partition. This observation can be extended into more than two partitions: Let $\alpha_1 < \alpha_2 < ... < \alpha_m$ be $m$ distinct points of time. The trajectory distance between any two trajectories $T_1$ and $T_2$ can be re-defined as:

$$\max\left(\max_{0 \leq t \leq \alpha_1} (d_{T_1 T_2}(t)), \max_{\alpha_1 \leq t \leq \alpha_2} (d_{T_1 T_2}(t)), ..., \max_{\alpha_{m-1} \leq t \leq \alpha_m} (d_{T_1 T_2}(t)), \max_{t \geq \alpha_m} (d_{T_1 T_2}(t))\right) \quad (5.8)$$

We use this property of the distance function to solve our simplification problem. These time points $\alpha_i$ partition an input trajectory into multiple trajectories. Figure 5.2 clarifies the concept.
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Figure 5.2: Illustrates the trajectory distance function computed in multiple partitions. The final trajectory distance function can be computed by taking the maximum distance of all the partitions. In the case above, two trajectories are partitioned into three partitions using three time points ($\alpha_1, \alpha_2, \alpha_3$). Each partition is compared against its corresponding partition in the other trajectory resulting in three distances ($\delta_1, \delta_2, \delta_3$). The trajectory distance between the two actual trajectories is the maximum of these three distances which in this case is $\delta_3$.

Let $T = \{c_1, c_2, ..., c_n\}$ be a trajectory that is to be simplified. We take the following approach to simplify the trajectory. Partition $T$ at different time points $\alpha_1, \alpha_2, ..., \alpha_m$ into partitioned trajectories $T_1, T_2, ..., T_m$. Observe that $\alpha_m$ is the timestamp of $c_n$. Next, replace
each new partitioned trajectory $T_i$ with another sub-trajectory $T_i'$ such that $\delta_T(T_i, T_i') \leq \epsilon$. In order to compute the partitions, we are going to apply the direct link rule with some arbitrary $\epsilon$ to the doubling search algorithm. This will result in an optimal index set $I = \{i_1, i_2, ..., i_m\}$. This optimal index set can be used to compute replacements for each partitioned trajectory.

We are first going to examine the optimal index set that we obtain from this approach with an example. Let $T = \{c_1, c_2, ..., c_{10}\}$ be a trajectory that we are going to simplify. Assume that we obtain $I = \{3, 6, 10\}$ as the optimal index set after we execute the doubling search method using the direct link rule function. This optimal index set splits $T$ into three partitions:

- $T_1 = \{c_1, c_2, c_3\}$
- $T_2 = \{c_4, c_5, c_6\}$
- $T_3 = \{c_7, c_8, c_9, c_{10}\}$

Given these partitions, we can compute three other trajectories where each corresponds to one partition. This computation is very simple and we can obtain these trajectories by removing all the nodes from each partition except for the first and the last node:

- $T_1' = \{c_1, c_3\}$
- $T_2' = \{c_4, c_6\}$
- $T_3' = \{c_7, c_{10}\}$

Due to the direct link rule, the trajectory distance between each partition and its corresponding two-member trajectory is at most $\epsilon$. Therefore, we can merge the corresponding trajectories to obtain a simplified trajectory for $T$: $T' = \{c_1, c_3, c_4, c_6, c_7, c_{10}\}$.

### 5.6 Enclosing Disk Simplification Method

The second solution for the trajectory simplification problem is based on the smallest enclosing disk problem. The 2D smallest enclosing disk problem can be defined as follows: Given a set containing $n$ points in $\mathbb{R}^2$ plane, compute the smallest enclosing disk that covers all the points in the set. This is a classic problem with a very long history. The problem was first proposed back in 1857 by Sylvester [30].
5.6.1 Smallest Enclosing Disk Problem

We will first make three general claims about smallest enclosing disks and prove them. Please note these are known proofs [33]. Furthermore, we will use these three claims to design a greedy algorithm to solve the smallest enclosing disk problem. We will show that the greedy algorithm has a polynomial running time complexity.

The first claim is that the smallest enclosing disk for a set of points \( P \) in \( \mathbb{R}^2 \) is always a unique disk: We use contradiction to prove this claim. Let \( P = \{p_1, p_2, \ldots, p_n\} \) be a set of distinct points in \( \mathbb{R}^2 \). Consider two distinct disks \( C_1 \) and \( C_2 \) covering the points in the set \( P \). Let us assume that \( C_1 \) and \( C_2 \) are both smallest enclosing disks for the set \( P \) and therefore they have the same radius \( r \). Furthermore, let \( c_1 \) and \( c_2 \) be the centres of the disks \( C_1 \) and \( C_2 \) respectively. Observe that the points in \( P \) must be in the intersection of \( C_1 \) and \( C_2 \) for them to be covered by both the disks. However, \( C_1 \cap C_2 \) can be covered by a smaller disk \( C \) whose centre is positioned at \( \frac{c_1 + c_2}{2} \). Furthermore, the radius of \( C \) is equal to \( \sqrt{r^2 - x^2} \) where \( x \) is half the distance between \( c_1 \) and \( c_2 \). Observe that radius of \( C \) is smaller that \( r \) (Refer to Figure 5.3).

Figure 5.3: This figure shows if two distinct disks of the same size enclose a set of points, then the points must exist in their intersection. Furthermore, the intersection of the two disks is contained in a smaller disk. The radius of the smaller disk can simply be calculated using the Pythagorean theory.

The second claim is for a set \( P \) with at least two distinct points: Let \( P \) be a set with at least 2 distinct points in \( \mathbb{R}^2 \). We make the following claim: The circumference of the smallest enclosing disk covering the points in \( P \) must cover at least two points in \( P \). Imagine a disk \( C \) covering all the points in \( P \) whose circumference does not cover any of the points in \( P \). We can continuously reduce the radius of \( C \) until a point in \( P \) is covered by the circumference of
the smallest enclosing disk of $P$. This observation confirms that at least one point in $P$ must be covered by the circumference of $C$. Now, imagine a disk $C$ whose circumference only covers one point $p$ in $P$. We can continuously move the centre of the disk $C$ toward the point $p$ on the circumference until a second point appears on the circumference of the disk. This second observation confirms our second claim.

We finally make the last claim here: Let $P = \{p_1, p_2, \ldots, p_n\}$ be a set of points in $\mathbb{R}^2$ and let $C$ be the smallest enclosing disk that covers the points in $P$. Furthermore, let $P_C$ be a subset of $P$ that contains all the distinct points that lie on the circumference of $C$. We make our final claim: If the set $P_C$ contains at least 3 distinct points, the smallest enclosing disk, $C$, can be computed as a function of any three distinct points in $P_C$. Given any three distinct co-circular points in $\mathbb{R}^2$, there exists a unique disk whose circumference covers these three points. Let $A$ and $B$ be two distinct points in $\mathbb{R}^2$ plane. Observe, that the set of points that are equidistant from $A$ and $B$ define a unique straight line $l_{AB}$ in $\mathbb{R}^2$ plane that goes through the midpoint of $A$ and $B$. Imagine a third point $C$ that is co-circular with $A$ and $B$ i.e., $A, B$ and $C$ are not co-linear. Observe that $l_{AB}$ and $l_{BC}$ are not parallel and therefore intersect each other exactly at one point $c$ in $\mathbb{R}^2$ plane. This point, $c$, is the centre of the disk whose circumference covers the points $A, B$ and $C$. Observe that there exists exactly one such point and therefore there is exactly one disk whose circumference covers these points. The radius of the disk is the euclidean distance between $c$ and any of the points $A, B$ or $C$.

We may now use these three claims to design a greedy algorithm to solve the smallest enclosing disk problem: Let $P = \{p_1, p_2, \ldots, p_n\}$ be a set of $n$ distinct points in $\mathbb{R}^2$. Observe that if $P$ contains only one point, $p$, then the smallest enclosing disk has a radius of 0 and it is centred at point $p$. We now focus on the problem where $P$ contains more than one point. Let $C_{pair}$ be the set of all the smallest enclosing disks of any distinct pair of points in $P$. These disks are very simple to compute: Given two distinct points $p$ and $q$ in $\mathbb{R}^2$, the centre of their smallest enclosing disk, $c$, is the midpoint of $p$ and $q$. The radius of the disk is half the distance between $p$ and $q$. Observe that the computation of each disk has a constant running time complexity. There is a total of $\binom{n}{2}$ of such disks and therefore the computation of $C_{pair}$ has a $O(n^2)$ running time complexity. Furthermore, let $C_{triplet}$ be the set of all the disks whose circumferences cover any three distinct co-circular points in $P$. Given any three points in $\mathbb{R}^2$, it takes $O(1)$ to check if they are not co-linear (therefore they are co-circular). If the points are co-circular, we can use the method described to prove the third claim to compute the centre of a disk whose circumference covers the three points. This method also has a constant running time complexity. Observe that the maximum number of such disks is $\binom{n}{3}$ (some triplets may not be co-circular). Thus, the computation of $C_{triplet}$ has a $O(n^3)$ running time complexity.
We know that there is exactly one smallest enclosing disk covering all the points in \( P \) from the first claim. The second and the third claim suggest that the smallest enclosing disk exists in \( C_{\text{pair}} \cup C_{\text{triplet}} \). We can simply iterate over these disks and keep track of the smallest disk that covers all the points in \( P \). Observe that there is a total of \( O(n^3) \) disks to inspect. Each inspection has a linear time complexity and therefore we spend \( O(n^4) \) to compute the smallest enclosing disk. This is obviously not an efficient solution. However, it implies that the problem can be solved in polynomial time and therefore it is not NP-hard.

The smallest enclosing disk problem has a very long history after it was first introduced in 1857. This problem received a lot of attention among researchers but surprisingly no efficient solution was proposed until 1975. In 1975, Shamos and Hoey [28] proposed the first efficient and practical solution to this problem which runs in \( \Theta(n \log n) \). This solution depends on constructing the Voronoi diagram of \( n \) points in the plain. In fact, it is a special type of Voronoi diagram called the FPVD (farthest-point Voronoi diagram). FPVDs are powerful structures that help in solving numerous geometric problems. The construction of FPVD has a lower bound running time complexity of \( \Omega(n \log n) \). He concluded that the smallest enclosing disk problem has a lower bound running time complexity of \( \Omega(n \log n) \). However, this was the wrong conclusion as a linear solution was introduced seven years later [24].

We are going to give an overview of Shamos’s and Hoey’s approach here because it is a classical solution to the smallest enclosing disk problem. Let \( P = \{p_1, p_2, \ldots, p_n\} \) be a set of points in \( \mathbb{R}^2 \). The FPVD diagram partitions the plain into regions \( V_i \) for each point \( p_i \). Each region \( V_i \) can be defined as a set of points such that:

\[
q \in V_i \iff \forall j \in J(|qp_i| > |qp_j|) \quad \text{where } J = \{1, 2, \ldots, n\} - \{i\}
\]  

(5.9)

We are not going into the details of this algorithm. The basic idea is that to compute the FPVD of a set of points \( P \). Next, use FPVD to compute the centre of the smallest enclosing disk of \( P \).

The running time complexity of computing FPVD diagrams for a set with \( n \) points is \( \Theta(n \log n) \). An FPVD can then be used to find a pair of points \( p_i, p_j \) in \( P \) with the maximum distance between them. The furthest pair of points, \( p_i, p_j \in P \) can be computed from FPVD in linear time. Observe that the pair of points \( (p_i, p_j) \) is not necessarily a unique pair. This pair of points define a disk \( C \) whose diameter equals to \( |p_i p_j| \) and its centre is the midpoint of \( p_i \) and \( p_j \). Thus, \( C \) can be computed in constant time given \( p_i \) and \( p_j \). It can be shown that the smallest enclosing disk of \( P \) is either \( C \) or it is a disk whose centre is at a point where three Voronoi regions meet. It can also be shown that there exists at most \( n - 2 \) such points in the diagram. The centre of the smallest enclosing disk, \( c \), can be computed in linear time.
after computing the FPVD. In fact, the challenge is to find the centre of the smallest enclosing
disk. Once this point is computed, the smallest enclosing disk can be computed in linear time
by iterating over the points in $P$. The algorithm proposed by Shamos and Hoey [28] computes
FPVD in $\Theta(n \log n)$. Finding the centre of the enclosing disk and computing the enclosing disk
will take linear time once FPVD is computed. Therefore, his algorithm has a running time
complexity of $\Theta(n \log n)$.

The actual procedure is very complex and we are not going to use it as part of our solution
here. Shamos and Hoey [28] concluded that this was the best we can do in finding the smallest
enclosing disk. That is, he concluded that this problem has a lower bound of $\Omega(n \log n)$. It is
important to note that this is not a lower bound and his approach caused him to draw the wrong
conclusion.

Exactly seven years later, Meggido [24] translated this problem into a linear programming
problem which can be solved in linear time. Meggido’s approach consists of two parts. In the
first part, a constrained version of the smallest enclosing disk is introduced. The constrained
version of the problem makes an attempt to force the centre of the smallest enclosing disk on
a line $L$ in the plain. After solving the constrained problem, the algorithm can determine if
the centre of the disk lies on $L$. Should the centre of the disk not lie on $L$, the algorithm can
determine which side of $L$ it must continue its search. This becomes a basis for the second part
of this solution which is the unconstrained part of the problem. Nimrod shows that both parts
can be solved in linear time and therefore there is a linear algorithm for the smallest enclosing
disk problem. This linear solution is optimal because each point in $P$ has to be visited at least
once before the enclosing disk can be computed. However, this solution is extremely complex
and it is not very intuitive to implement. We only mention Nimrod’s solution to point out
that there exists an absolute linear solution to this problem. In this chapter we use Welzl’s
approach [33] to solve the smallest enclosing disk problem. Welzl’s solution is randomized
and it has an expected linear running time. We use this approach for two main reasons. First
of all, to simplify a large number of trajectories, we will run this algorithm so many times for
so many inputs. Since, the algorithm is executed on so many input sets, the linear expected
running time will converge toward a real linear time algorithm overall. The second reason is
its simplicity. Welzl’s approach [33] is extremely simple to implement compared to Nimrod’s
approach [24].
5.6.2 Randomized Solution

In 1991, Welzl introduced an algorithm [33] that computes the smallest enclosing disk covering a set of points \( P \) in linear expected time. The algorithm uses the properties of the smallest enclosing disk introduced in Section 5.6.1. This section covers Welzl’s algorithm. Given a set \( P \) of \( n \) distinct points in the plane, let \( \text{md}(P) \) be the closed disk of smallest radius covering all the points in \( P \). Notice that \( \text{md}(P) = \emptyset \) when \( P = \emptyset \) and also \( \text{md}(P) = \{p\} \) when \( P = \{p\} \). If \( \text{md}(P) \) has exactly two distinct points from \( P \) on its boundary, the distance between those points is the length of the diameter of the circle. If there are more than two points of set \( P \) on the boundary of \( \text{md}(P) \), any combination of three points from those points on the boundary can define \( \text{md}(P) \). The centre of \( \text{md}(P) \) will be the circumcenter of any triangle formed by any three points on the boundary.

These are all the points we covered in Section 5.6.1. Welzl’s achievement comes from one important observation: There is a subset \( S \subseteq P \) of points on the boundary of \( \text{md}(P) \) such that \( |S| \leq 3 \) can form the smallest enclosing disk: \( \text{md}(P) = \text{md}(S) \). This implies that if \( p \notin S \), then \( \text{md}(P - \{p\}) = \text{md}(P) \), or if \( \text{md}(P - \{p\}) \neq \text{md}(P) \) then \( p \in S \).

Let us first start with an incremental algorithm. The algorithm starts with an empty set as the solution. Moreover, the algorithm processes a new point from the set maintaining the smallest enclosing disk at every step. Let \( P = \{p_1, p_2, ..., p_n\} \) be the input set of points to this algorithm. The algorithm has the following invariant: at the \( i^{th} \) step of the algorithm, the smallest enclosing disk \( D_{i-1} \) of points \( \{p_1, p_2, ..., p_{i-1}\} \) has already been computed. Furthermore, the algorithm makes an attempt to process \( p_i \). In other words, the algorithm computes the smallest enclosing disk \( D_i \) of points \( \{p_1, p_2, ..., p_i\} \) at its \( i^{th} \) step. The algorithm first checks if \( p_i \in D_{i-1} \), then \( D_i = D_{i-1} \). That is, we have already computed the smallest enclosing disk for the set of points \( \{p_1, p_2, ..., p_i\} \) and we are done with the \( i^{th} \) step. This is due to the property we introduced above. However, if \( p_i \notin D_{i-1} \) then this means that \( p_i \) is on the boundary of the enclosing disk of \( D_i \). Let us assume that we have a helper function called \( b_{\text{minidisk}}(A, p) \) where \( A \) is a set of points and \( p \) is a point. \( b_{\text{minidisk}}(A, b) \) computes the smallest enclosing disk covering all the points in \( A \cup \{p\} \) such that \( p \) is on the boundary of this disk.

Algorithm 8 is recursive. It may be simpler to present this algorithm using a for-loop that would iterate through the points in \( P \). However, each step relies on the output of the previous step. Both the recursive and the iterative approaches would be the same but it is easier to analyze the time complexity of this algorithm when it is recursive. Moreover, the final algorithm in this section is a modification of Algorithm 8 which is recursive. It is worth noting that both the recursive and the iterative algorithms would have the same running time.
Algorithm 8 Computes the smallest enclosing disk that covers all the points in \( P \)

**Require:** \( P \): set of points to be covered by the resulting disk

**procedure** MINIDISK\((P)\)

\[
\begin{align*}
\text{if } P = \emptyset & \text{ then } \\
D & := \emptyset \\
\text{else } & \\
& p \in P \text{ ; where } p \text{ is chosen randomly} \\
& D := \text{MINIDISK}(P - \{p\}) \\
\text{if } p \notin D & \text{ then} \\
& D := \text{B_MINIDISK}(P - \{p\}, p) \\
\end{align*}
\]

**end if**

**end if**

**return** \( D \)

**end procedure**

The running time of this algorithm depends on the running time of \( b\_\text{minidisk}(A, p) \). Let us consider this function as a black box and assume that it needs \( c |A| \) steps to perform its computation. Note the point \( p \) is chosen completely randomly from the set \( P \) at each step. Let \( t(n) \) be the expected running time of our algorithm:

\[
t(n) \leq 1 + t(n - 1) + \text{Prob}(p \notin \text{md}(P - \{p\}))c(n - 1)
\]

(5.10)

The inequality above is quite obvious. It consists of three parts:

- 1: accounts for the constant work required
- \( t(n - 1) \): accounts for the recursive call to \( \text{minidisk} \)
- \( \text{Prob}(p \notin \text{md}(P - \{p\}))c(n - 1) \): accounts for call to \( \text{b\_minidisk} \)

Notice that at each step, there are at most 3 points for which \( p \notin \text{md}(P - \{p\}) \). Thus, \( \text{Prob}(p \notin \text{md}(P - \{p\})) \leq \frac{3}{n} \). Therefore the last term can be replaced by \( \frac{3}{n}c(n - 1) \):

\[
t(n) \leq 1 + t(n - 1) + \frac{3}{n}c(n - 1)
\]

(5.11)

We conclude that \( t(n) \leq (1 + 3c)n \). In other words, the expected running time of this algorithm is \( O(n) \). This expected running time depends on a subroutine \( b\_\text{minidisk}(A, p) \) that requires \( c |A| \) steps to perform its task. We have not given a description of this algorithm and it remains
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to be a black box. This subroutine also follows along the same lines and it requires another subroutine that computes the smallest enclosing disk of a set of points with two points on the boundary of the enclosing disk. Furthermore, this new subroutine will require another subroutine that computes the smallest enclosing disk of a set of points with three points on the boundary of the enclosing disk. It turns out that we can combine minidisk\((P)\) and all of these subroutines into a single procedure which we will cover later. Our next algorithm depends on some mathematical theorems that we present here.

For two finite sets of points \(P\) and \(R\), let \(\text{bmd}(P, R)\) denote the smallest enclosing disk that contains all the points in \(P\) and all the points in \(R\) on its boundary. Note that \(\text{bmd}(P, \emptyset) = \text{md}(P)\). Moreover, note that if \(R\) is a non-empty set then \(\text{bmd}(P, R)\) may be undefined. Given the following two finite sets where \(P\) is a non-empty set and \(p \in P\), we make three claims:

1. If \(\text{bmd}(P, R)\) is defined then it is a unique disk.

2. If \(p \notin \text{bmd}(P - \{p\}, R)\) then \(p\) lies on the boundary of \(\text{bmd}(P, R)\), provided it exists:
   \[
   p \notin \text{bmd}(P - \{p\}, R) \rightarrow \text{bmd}(P, R) = \text{bmd}(P - \{p\}, R \cup \{p\})
   \]

3. If \(\text{bmd}(P, R)\) exists then there is a set \(S\) of at most \(\max\{0, 3 - |R|\}\) points in \(P\) such that \(\text{bmd}(P, R) = \text{bmd}(S, R)\)

The proof of the theorems above can be found in [33]. These three theorems are the basis for combining all the subroutines into a single procedure. Algorithm 9 has two base cases. The algorithm returns the disk with points \(R\) on the boundary if the set \(P\) is empty or the set \(R\) has three points on it. Notice that if the procedure is initiated with a call where \(R = \emptyset\) then for all the recursive calls inside the function, the cardinality of \(R\) is at most 3. Furthermore, notice that \(\text{bmd}(P, \emptyset)\) is always defined. Moreover, if the function call is initiated with an empty set for \(R\), all the recursive calls are evaluated to a disk and the results are always defined. This is due to three theorems introduced above. Notice that when this function is called with a set of points \(P\) and an empty set \(R\), the following happens: The algorithm keeps checking if \(P\) is empty or if \(R\) contains exactly 3 points and they both fail every time. However, the algorithm removes a random point from \(P\) every time and at some point a recursive call is made with \(P = \emptyset\) and \(R = \emptyset\). Notice that the result of this call is not undefined. The algorithm returns an empty disk at this point: \(D = \emptyset\). Furthermore, if the cardinality of the set \(R\) is exactly 3, then the algorithm computes a disk with the three points in \(R\) on its boundary. The question that can be raised here is: why is there no check to confirm that all the points in \(P\) are enclosed with the disk \(D\)? Let us assume that we perform such a test and discover that a point \(p\) is not covered by the disk, then we have to recursively call our function with \(R \cup \{p\}\). This will result
Algorithm 9 Computes the smallest enclosing disk of points $P$ with points $R$ on the boundary of the disk.

Require: $P$: set of points to be covered by the disk

Require: $R$: set of points that should be on the boundary of the disk

procedure $\text{B\_MINIDISK}(P, R)$

\[ D := \text{b\_md}(\emptyset, R) \]

if $P = \emptyset$ or $|R| = 3$ then

else

\[ p \in P ; \text{where} \ p \text{is chosen randomly} \]

\[ D := \text{B\_MINIDISK}(P - \{p\}, R) \]

if $p \notin D$ then

\[ D := \text{B\_MINIDISK}(P - \{p\}, R \cup \{p\}) \]

end if

end if

return $D$

end procedure

in an undefined disk because the points in $R$ are not co-circular. This will never happen if the function is initially called with a set of points $P$ and an empty set for $R$. Therefore the test would not be required.

It must be clear that the validity of algorithm 9 can only be confirmed if the initial call is performed with $R = \emptyset$. It is crucial to ensure that this is done by another routine and therefore this algorithm is never called directly to ensure its validity. The algorithm that calls $\text{b\_minidisk}$ is very simple:

Algorithm 10 Computes the smallest enclosing disk that covers all the points in $P$.

Require: $P$: set of points to be covered by the disk

procedure $\text{MINIDISK}(P)$

\[ D := \text{B\_MINIDISK}(P, \emptyset) \]

return $D$

end procedure

We now show the running time analysis of this algorithm which is an instance of backward analysis that is commonly used for time and space analysis. We basically have to count the expected number of times that we run the test $p \notin D$. The actual running time is a constant number multiplied by this expected number. This is true as long as $P$ is non-empty and if
$P = \emptyset$, then the total running time is $O(1)$. Let $t_j(n)$ denote the number of times we execute this test ($p \notin D$). In this notation, we let $n = |P|$ and $j = 3 - |R|$. Observe that $t_0(n) = 0$. This is because when $j = 0$, then $|R| = 3$ and therefore we do not execute the test $p \notin D$. Additionally, observe that $t_n(0) = 0$. This is due to the fact that this means $|P| = 0$ and therefore we do not execute the test. Let $j > 0$ and $n > 0$, we make one call to $b_{\text{minidisk}}(P - \{p\}, R)$, then we run a test to check for $p \notin P$. Additionally, we may make another call to $b_{\text{minidisk}}(P - \{p\}, R \cup \{p\})$ with a probability of at most $\frac{j}{n}$. The latter is due to the third property we introduced above. This will lead us to the following inequality:

$$t_j(n) \leq t_j(n - 1) + 1 + \left(\frac{j}{n}\right)t_{j-1}(n - 1) \quad (5.12)$$

This evaluates to $t_1(n) \leq n$, $t_2(n) \leq 3n$ and $t_3(n) \leq 10n$. According to experiments in [33], this constant behind this linear complexity also turns out to be 10 for a set of points uniformly distributed in the plane. Finally, we conclude that the expected running time of this algorithm is $O(n)$.

### 5.6.3 Enclosing Disk Simplification

The randomized smallest enclosing disk algorithm provides a platform for the second solution to solve the trajectory simplification problem. This method is a modification of the polygonal chain simplification approach given by Bereg and Jiang [2]. This approach is also similar to the direct-link rule solution in the following way: The aim of the direct-link rule approach was to replace each partition of a trajectory with a shorter trajectory. The second solution follows along the same lines. We partition the trajectory using a special technique and then replace each partition with a shorter partition that spans over the same time interval. In order to find each partition, we combine the doubling search method and the randomized smallest enclosing disk algorithm.

Recall the partitioning method $m$-walk along a polygonal chain $P$. Our aim here is to construct a very similar approach with some modifications. Let us first define the $m\delta$-walk along a trajectory $T$:

**Definition 5.2 ($m\delta$-walk).** Let $T = \{c_1, c_2, ..., c_n\}$ be a trajectory. The $m\delta$-walk along $T$ partitions the trajectory into $m$ disjoint, non-empty sub-trajectories $\{T_i\}_{i=1..m}$ such that $T_i = (c_{k_i-1+1}, ..., c_{k_i})$ and $0 = k_0 < k_1 < k_2 < ... < k_m = n$. Furthermore, the radius of the smallest enclosing disk $D_i$ that covers all the points in the partition $T_i$ is at most $\delta$.

Intuitively, the $m\delta$-walk along a trajectory partitions the trajectory into disjoint non-empty sub-trajectories such that the order of nodes are preserved. Moreover, the union of all these
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partitions contains all the spatio-temporal nodes in the original trajectory. The main difference between an $m$-walk and a $m\delta$-walk is that each partition in an $m\delta$-walk has an extra restriction: The radius of the smallest enclosing disk of the points in each partition is at most $\delta$. Refer to Figure 2.13 for the polygonal chain example. The partitioning of a trajectory is also very similar.

The aim of our next algorithm is to partition an input trajectory as described above. Observe that such a trajectory always exists as long as $\delta$ is a non-negative number: Each node of the trajectory can be partitioned separately and therefore the radius of a smallest enclosing disk covering one point is zero. However, we are not looking for such a partitioning because it will be useless. The algorithm then makes an attempt to replace each partition with a shorter sub-trajectory. Bereg [2] does this by replacing each partition with a single point: the centre of the smallest enclosing disk that covers the points in that partition. However, it gets more complicated when it comes to trajectories because trajectories have timestamps. Let $T_i$ be a partition such that the radius of the smallest enclosing disk covering the points in the partition is at most $\delta$. In the case of trajectories, each partition $T_i$ is replaced with another partition $T_i'$ of at most the size of $T_i$. Let $o_i$ be the centre of the smallest enclosing disk that covers all the points in $T_i$. Let $T_i'$ be the simplified version of $T_i$ which is computed as following:

- Case I: if $|T_i| < 3$ then $T_i' = T_i$
- Case II: if $|T_i| > 2$ then $T_i' = (c_{i1}, c_{i2})$ where $c_{ij} = (o_i, t_{ij})$ and $t_{i1}$ and $t_{i2}$ are the smallest and the largest timestamps in partition $T_i$ respectively.

Observe that each partition is a sub-trajectory and its replacement is also another sub-trajectory. Let $T_i$ be a sub-trajectory obtained from an $m\delta$-walk. Furthermore, let $D_i$ be the smallest enclosing disk that covers all the points in partition $T_i$. Moreover, let $o_i$ and $r_i$ be the centre and the radius of this disk respectively. Observe that $r_i$ is always less than or equal to an arbitrary constant which we called $\delta$. Let us now analyze the trajectory distance between $T_i$ and $T_i'$. Notice that for those cases where $|T_i| < 3$, the trajectory distance is zero: $\delta_T(T_i, T_i') = 0$. However, for cases where $|T_i| > 2$, the trajectory distance can be greater than zero. Observe that $T_i$ and $T_i'$ are defined on the same time interval. Moreover, all the points in $T_i$ are covered in $D_i$ and $T_i'$ remains stationary at the centre of $D_i$ which we called $o_i$. The maximum distance of any point covered in $D_i$ to the centre of the $D_i$ is $r_i$. Hence, the trajectory distance is at most $r_i$: $\delta_T(T_i, T_i') \leq r_i$. Since $r_i$ is always less than or equal to $\delta$, we conclude that $\delta_T(T_i, T_i') \leq \delta$.

Once a trajectory is partitioned and each partition is simplified, we simply link the simplified partitions in their respective order. In other words, each $T_i$ is replaced with its respective
Figure 5.4: In the figure above, $T = \{c_1, c_2, ..., c_6\}$ is simplified to $T' = \{c'_1, c'_2, c'_3, c'_4\}$. $T$ is divided into two disjoint partitions. The first partition has only two nodes. Thus, Case (I) applies and it remains the same. In other words, $c'_1 = c_1$ and $c'_2 = c_2$. However, the second partition has 4 points and therefore Case (II) is applied. Both of the nodes $c'_3$ and $c'_4$ are positioned at the same point which is the center of the smallest enclosing disk of points in the second partition. However, the timestamp of $c'_3$ is equal to the timestamp of $c_3$ and the timestamp of $c'_4$ is equal to the timestamp of $c_6$. This is because these are the smallest and the largest timestamps of the nodes in this partition.

computed simplified sub-trajectory: $T_i'$. In order to illustrate this mathematically, consider the following: Let $ts(c)$ denote the timestamp of the spatio-temporal node $c$. Additionally, let $A = (a_1, a_2, ..., a_n)$ and $B = (b_1, b_2, ..., b_m)$ be two trajectories such that $ts(a_n) < ts(b_1)$. Furthermore, let $A \circ B$ denote a trajectory that is the concatenation of the two trajectories $A$ and $B$: Mathematically, $A \circ B = (a_1, a_2, ..., a_n, b_1, b_2, ..., b_m)$. Consider $T$ as a trajectory that is to be simplified. Moreover, an $m\delta$-walk along $T$ is performed to obtain a partitioning of $T$: $\{T_i\}_{i=1..m}$. Each partition $T_i$ is simplified to obtain $T'_i$. The simplified version of $T$, namely $T'$, is the result of concatenating all the simplified partitions:

$$T' = T'_1 \circ T'_2 \circ ... \circ T'_m$$  (5.13)

Recall that the discrete trajectory distance is defined as following:

$$\delta_{dT}(P, Q) = \max \left( \max_{1 \leq i \leq n} (d_{PQ}(ts(p_i))), \max_{1 \leq i \leq m} (d_{PQ}(ts(q_i))) \right)$$  (5.14)

where $d_{PQ}(t)$ is the Time-Distance function of $P$ and $Q$ at time $t$. This definition was originally given in Chapter 4 (Definition 4.4).

Consider $T$ and its simplified version $T'$ and their partitions: $T_{i=1..m}$ and $T'_{i=1..m}$. Then
the discrete trajectory distance for $T$ and $T'$ can be written as following:

$$\delta_{dT}(T, T') = \max_{i=1,m}(\delta_{dT}(T_i, T_i'))$$ (5.15)

We already showed that after partitioning a trajectory $T$ using an $m\delta$-walk and computing simplified partitions, the following holds: $\delta_T(T_i, T_i') \leq \delta$. Due to the equality above, we conclude that $\delta_{dT}(T, T') \leq \delta$.

Let us now look at the algorithm. We already mentioned that the final algorithm is a combination of doubling search method and the randomized smallest enclosing disk algorithm. For the doubling search method, we know that we need a concrete rule. We define the enclosing disk rule function that corresponds to $R_{disk}$:

**Definition 5.3 (Enclosing disk rule function).** Given a trajectory $T = \{c_1, c_2, ..., c_n\}$, an index $i$ and a threshold value $\epsilon \geq 0$, the enclosing disk rule function as following:

$$f_{disk}(T, i) = \begin{cases} 
\text{true} & \text{if } \text{radius}(D_i) \leq \epsilon \\
\text{false} & \text{if } \text{radius}(D_i) > \epsilon 
\end{cases}$$

where $D_i$ denotes the smallest enclosing disk that covers all the points in the first $i$ nodes of $T$ and $\text{radius}(D)$ denotes the radius of the disk $D$.

The algorithm that evaluates the enclosing disk rule function is very simple to design. It basically has to call the function $\text{minidisk}$ with the first $i$ nodes of $T$ and check if the computed disk has a radius of at most $\epsilon$. This function can be used in the doubling search algorithm as the ruling function. The optimal index set returned by the doubling search method is then used to simplify the trajectory as described above. Notice that $\text{minidisk}$ runs in expected linear time. Thus, the running time of this algorithm is expected $O(n \log n)$. Note that an actual linear running time algorithm exists to compute the smallest enclosing disk covering a set of points [24]. Hence, a worst-case $O(n \log n)$ algorithm is possible but in practise, we choose the randomized approach because it is simple and intuitive.

## 5.7 Conclusion

We have proposed two solutions to simplify a trajectory based on a threshold level $\delta$. We will point out the advantages and disadvantages of each method and propose a few ways to test and compare them in practice.

Let us first start with the direct link simplification. The main disadvantage is that the direct link rule does not follow properties 2 and 3 of the doubling search method. This makes it hard
to determine the final solution of an input trajectory. On the other hand, the direct link method is extremely advantageous in cases where an input trajectory rarely changes its direction or speed. In such cases, it ensures that the intermediate nodes on a straight line will be removed. Recall our main simplification goal: Convert an input trajectory to a simplified trajectory with as few nodes as possible. In fact, most trajectories rarely change direction or distance when you look at a large trajectory dataset. This method seems to be very promising in such cases.

The enclosing disk simplification method is exactly the opposite of the direct link simplification method. In fact, it is easy to determine the simplified version of an input trajectory. This is because the enclosing disk rule obeys all the 3 properties defined in the doubling search method. Consider an object moving through space on a straight line at a constant speed. The enclosing disk method is unable to remove all the intermediate nodes in this cases. This method works in batches. Its partitioning model simply is not aware of straight lines. In fact, straight lines may be the worst case scenario for this method. This method can perform better when a trajectory changes direction frequently.

In Chapter 7, we will execute both of these simplification methods and compare them in:

1. **Performance**: the amount of time it takes each method to simplify a large dataset of trajectories.
2. **Error Distribution**: This is a distribution of trajectory distances between input trajectories and their corresponding simplified version.
3. **Size Ratio Distribution**: This is a distribution of ratio between the size of the input trajectories and their simplified versions.

Performance is easy to analyze. The method that takes less time to finish wins the performance metric.

One goal of simplification of a trajectory is to reduce the number of nodes in an input trajectory. But at the same time, we would like to minimize differences between the original input trajectory and the simplified trajectory. Thus, we introduce the $\delta$ factor as a threshold. However, we can still analyze the differences caused by each method. The error distribution is the distribution of distances where each distance is equal to $\delta_{d_F}(T, T')$ where $T$ is an input trajectory and $T'$ is the simplified version of $T$. In this case, we would like to see minimal change. Thus, we would like the distribution to have a large population of smaller distances (closer to 0).

Finally, the ultimate goal of simplification is to have as few nodes as possible in the simplified version of a trajectory. In order to analyze this effect, we will compute the size ratio of
simplified trajectories over the size of the actual input trajectory. Given a trajectory $T$ of size $n$, we compute its simplified trajectory $T'$ of size $m$. Thus, the size ratio will be equal to $\frac{m}{n}$. Since $m$ is at most equal $n$, this ratio will at most be equal 1. Moreover, $m$ and $n$ are both positive integers and therefore, this ratio is always a positive real number. In other words, this distribution will be defined in the range of values between 0 to 1. Observe that values closer to 0 indicate a better simplification. On the other hand, values closer to 1 indicate that the simplification had little affect on the size of the trajectory.
Chapter 6

Clustering

6.1 Introduction

Clustering is the most common unsupervised learning method in pattern recognition. It is basically the task of grouping or "clustering" a set of objects such that similar objects reside in the same group together. Clustering algorithms have gained a lot of attention among researchers and therefore a large number of clustering algorithms have evolved. In order to be successful with clustering a set of objects, first we need to understand the nature of the objects we need to cluster. We need to examine their properties and understand how these objects are inputted to an algorithm. For instance, one may be interested to know whether the data that needs to be clustered is inputted to the algorithm incrementally. This is an interesting problem when data is collected as clusters are evolving. On the other hand, the data-set can be present as a whole prior to the execution of the clustering algorithm. Additionally, the properties of the objects that need to be clustered are very important. These properties can give rise to a number of important questions such as if the objects are vector-based or if the objects are metric based. Moreover, one needs to know if objects can be transformed from one form to another so that further analysis can be done on them. One of the most important aspects of clustering is a way of comparing the objects which is widely known as a distance function.

In this chapter, we will explore clustering algorithms and make an attempt to show which clustering algorithm is reasonable for trajectory clustering. We first start off with some prerequisites that many clustering algorithms require and show that these requirements are met by the trajectory distance function. Next, we move onto a traditional hierarchical clustering (HAC) algorithm and we will show how HAC attacks the problem. HAC is simple to understand and it may present us with some insight as to what we should expect from a general clustering
algorithm. However, HAC is not an efficient algorithm and it requires the entire data-set in advance and therefore it may not be a good candidate.

Once we have some insight of a general clustering algorithm, we may move onto a more complex algorithm called the BIRCH algorithm \[34\]. BIRCH is now a class of algorithms and other variations of it have evolved over the past decade. It is an efficient and incremental algorithm. However, we will see its requirements on the input data-set are too strong. As a result, a variation of BIRCH known as BUBBLE \[12\] is studied that has very limited requirements.

After exploring BUBBLE, a variation of it which improves its performance known as BUBBLE-FM is shown in this chapter. However, BUBBLE-FM depends on another algorithm called FastMap. Hence, prior to explaining the workings of BUBBLE-FM \[12\], we will cover the details of FastMap. BUBBLE-FM turns out to be an efficient and incremental algorithm and therefore, it is the algorithm that we use for clustering trajectories.

### 6.2 Clustering Prerequisites

Clustering algorithms are generally designed to be able to target a large class of objects. However, some algorithms have specific assumptions on the type of objects that are to be clustered. The most general assumption is a mathematical definition for the objects so they can be stored in memory or on a storage device using a data structure. Perhaps the second most widely accepted requirement is a distance function so the algorithm would be able to compute the distance between the objects of interest. Some clustering algorithms require a vector-based representation of the objects so each object can be represented as a point in a \(k\)-dimensional space and normally the euclidean distance between these points is used as the distance function between the objects. Observe that such assumptions can be very strong in real world problems. We know that we have a mathematical representation of our trajectories. We have also discussed the distance function between the trajectories and we also know that the trajectory distance function follows the metric space rules: it is symmetrical and it follows the triangulation property. HAC (Hierarchical Agglomerative Clustering) algorithm only requires a distance function between the objects. It is the simplest clustering algorithm covered in this chapter. Moreover, HAC can cluster any set of objects as long as a distance function is mathematically defined to compare two objects. BIRCH algorithm \[34\] requires a vector-based representation of the objects and it uses the euclidean distance to compute distances between the objects. BUBBLE \[12\] which is a variation of BIRCH has a weaker assumption in the sense that the objects should only provide a metric-based distance function. BUBBLE removes the requirement that enforces objects to be defined as points in a \(k\)-dimensional space.
Moreover, BUBBLE-FM [12] uses an algorithm called FastMap [10] to map some of the objects into a \( k \)-dimensional space. This speeds up the object distance computation and therefore improves the running time of the clustering algorithm in practice. Furthermore, BUBBLE-FM imposes the same requirements on the objects and the distance function as the BUBBLE algorithm.

### 6.3 Hierarchical Agglomerative Clustering

Some clustering algorithms such as \( k \)-means clustering [23] require a constant value (\( k \) as input) for the number of clusters prior to execution. The main issue with such algorithms is the unknown nature of data. In a real world problem, one normally does not expect to have a precise knowledge of how the data is spread out across the space in advance. Therefore, it is a very strong assumption to expect the number of clusters in advance. In contrast, hierarchical clustering algorithms [13] try to tackle these issues by introducing a different view of how clusters can be constructed. Such algorithms usually require a measure of dissimilarity among clusters.

As the name suggests, hierarchical clustering algorithms produce a hierarchical representation of the data. Such hierarchical data representations are normally stored in a tree data structure. Each node of the tree is considered to be a cluster. The root of the tree is at the highest level and it contains all the elements. The root of the tree can be viewed as a single cluster. Each internal node of the tree contains children and each child can be interpreted as a single cluster. Assuming that the entire data-set is given in advance, there are two basic strategies:

- **Agglomerative (bottom-up)**
- **Divisive (top-down)**

The agglomerative approach starts at the bottom of the tree. Each object is inserted to a leaf node representing a single cluster containing a single object. The algorithm proceeds by merging similar object by constructing internal nodes containing several nodes from the previous level. This is done recursively until there is a single node which defines the root of the tree.

The divisive approach works is opposite direction. Unlike the agglomerative approach, the divisive approach starts off by creating the root of the tree. The algorithm continues by dividing the entire data-set into two subsets of similar objects. This approach is also recursive. The recursion continues until the division process reaches a subset with a single node.
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In this section, we focus on HAC (Hierarchical Agglomerative Clustering) as an example of the hierarchical clustering algorithm. The main idea is to give some insight of how such algorithms are designed. This is also beneficial because the reader will have an idea of what these tree data structures may look like.

Assuming that we are given a data-set with \( n \) objects to cluster. HAC starts by creating a cluster for each object and then it performs \( n - 1 \) merges. At each step, the two most similar clusters are merged together. These merges form new internal nodes of the tree containing more objects. Notice that when two nodes are being merged together, the algorithm needs to have a dissimilarity measurement between clusters. This means that the distance function is not enough. However, the cluster dissimilarity measure is derived from the provided distance function. HAC clustering may use one of the following common flavours of dissimilarity measurements:

- Single linkage (SL)
- Complete linkage (CL)
- Group average (GA)

The dissimilarity measurement is a derivation of distance function. Let \( G \) and \( H \) be two clusters, the Single linkage measurement is the least distance between any two objects, \( g \in G \) and \( h \in H \):

\[
d_{SL}(G, H) = \min_{g \in G, h \in H} d(g, h)
\]  

(6.1)

The complete linkage is the opposite of Single linkage: CL is the maximum distance between any two objects, \( g \in G \) and \( h \in H \):

\[
d_{CL}(G, H) = \max_{g \in G, h \in H} d(g, h)
\]  

(6.2)

Finally, Group average uses the average dissimilarity between groups:

\[
d_{GA}(G, H) = \frac{1}{|G| \times |H|} \sum_{g \in G} \sum_{h \in H} d(g, h)
\]  

(6.3)

SL dissimilarity measure is known to be a local measure: It mainly focuses on the area where the two clusters are closest to each other. In other words, we pay no attention to the rest of the elements. We decide based on the closest elements. The more distant parts of the clusters are not taken into account. This may result in very scattered clusters.
On the other hand, CL is a non-local dissimilarity measurement: It focuses on the most distant elements. This results in very compact clusters. The issue with CL is its sensitivity to outliers.

This brings us to group average. The GA dissimilarity measure tries to address these issues. It solves the problem by averaging all the distances between the two clusters. This being said, CL and SL are sometimes better options for some specific data-sets.

Notice that regardless of which cluster dissimilarity measure is chosen, the final data structure is a binary tree. Furthermore, the children of the root represent the two most distant clusters. In fact, at higher levels of the tree, the distance between clusters are larger compared to the lower levels of the tree. Let $\epsilon$ be a defined clustering threshold. We traverse down the tree and at each node $O$ with children $C_1, C_2$. Moreover, we check if $d(C_1, C_2)$ is at most $\epsilon$. If so, we consider the sub-tree rooted at $O$ as a whole cluster with respect to $\epsilon$. This means the number of clusters can be anything between 1 to $n$ but we do not have to predetermine that. Hierarchical clustering is a good method to cluster trajectories because we will not know the nature of our trajectories. However HAC has two major flaws when it comes to clustering trajectories. The most important issue with HAC is that it is not incremental. In other words, it requires all the data-set prior to clustering. This is problematic. Recall that the aim of our clustering system was to design an unsupervised real-time learning environment. Furthermore, the system must be able to maintain clusters of trajectories as they are captured. For instance, consider a traffic camera that synchronizes traffic lights. For a robust synchronization, a real time clustering algorithm is required and HAC does not provide that. The second issue with HAC clustering algorithm is its run-time performance. The best design of HAC clustering algorithm requires $O(n^2)$ computations of the distance function where $n$ is the number of objects. This is quite expensive given the computation cost of trajectory distance function. In the next section we will look at BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) which is an incremental hierarchical clustering algorithm.

## 6.4 BIRCH Clustering

BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) [34] was the first incremental clustering algorithm handling noise effectively. BIRCH was introduced to handle multi-dimensional data-sets but soon after its publication, a whole class of BIRCH variations were introduced.

Even though trajectory objects are not defined based on $k$-dimensional vectors, BIRCH is a good place to start. This is because a large number of clustering algorithms evolved from
BIRCH and some of them remove this constraint. Additionally, we can find algorithms that map metric-based objects into points in \( k \)-dimensional spaces such as FastMap \[10\]. Moreover, BIRCH can be very beneficial to our system because it was exclusively designed to deal with large data-sets that are incrementally maintained. This is exactly the case for our trajectory clusters. We wish to maintain the trajectory clusters incrementally as they are discovered. BIRCH is advantageous over the older clustering algorithms such as probability-based clustering \[6\] or distant-based clustering. Such algorithms do not adequately consider large data-sets. BIRCH has a hierarchical structure and therefore it maintains a tree data structure known as CF-Tree. CF stands for Cluster Feature. We need to define a few terms before explaining the workings of CF-Trees and their maintenance:

Let \( X = \{\vec{X}_1, \vec{X}_2, \ldots, \vec{X}_n\} \) be a cluster with \( n \) \( d \)-dimensional data points:

- The centroid \( \vec{X} \) is defined as:
  \[
  \vec{X} = \frac{1}{n} \sum_{i=1}^{n} \vec{X}_i
  \]  
  (6.4)

- The radius, \( R \), which is the average distance from member points to the centroid is defined as:
  \[
  R = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\vec{X}_i - \vec{X})^2}
  \]  
  (6.5)

- The diameter \( D \) is the average pairwise distance within a cluster and it is defined as:
  \[
  D = \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} (\vec{X}_i - \vec{X}_j)^2}
  \]  
  (6.6)

Notice that these measurements are defined within a single cluster. Moreover, radius or diameter are good candidates for measuring the tightness of a cluster. However, BIRCH needs some measurements between clusters as well. In fact, BIRCH introduces five different types of such measurements:

Let \( X_1 \) and \( X_2 \) be two different clusters:

- The centroid Euclidean distance, \( D_0 \), is defined as:
  \[
  D_0 = \sqrt{(\vec{X}_1 - \vec{X}_2)^2}
  \]  
  (6.7)

- The centroid Manhattan distance, \( D_1 \), is defined as:
  \[
  D_1 = |\vec{X}_1 - \vec{X}_2| = \sum_{i=1}^{d} |\vec{X}_1^{(i)} - \vec{X}_2^{(i)}|
  \]  
  (6.8)
For the next three measurements, we need to define the indices somewhat differently: Given $n_1$ $d$-dimensional data points in a cluster $\{\vec{X}_i\}$ where $i = 1, 2, ..., n_1$ and $n_2$ data points in a second cluster $\{\vec{X}_j\}$ where $j = n_1 + 1, n_1 + 2, ..., n_1 + n_2$:

- **Average inter-cluster distance, $D_2$:**
  \[
  D_2 = \sqrt{\frac{\sum_{i=1}^{n_1} \sum_{j=n_1+1}^{n_1+n_2} (\vec{X}_i - \vec{X}_j)^2}{n_1n_2}}
  \] (6.9)

- **Average intra-cluster distance, $D_3$:**
  \[
  D_3 = \sqrt{\frac{\sum_{i=1}^{n_1+n_2} \sum_{j=1}^{n_1+n_2} (\vec{X}_i - \vec{X}_j)^2}{(n_1+n_2)(n_1+n_2-1)}}
  \] (6.10)

- **Variance increase distance, $D_4$:**
  \[
  D_4 = \sum_{k=1}^{n_1+n_2} \left( \frac{\vec{X}_k - \sum_{i=1}^{n_1+n_2} \vec{X}_i}{n_1+n_2} \right)^2 - \sum_{i=1}^{n_1} \left( \frac{\vec{X}_i - \sum_{l=1}^{n_1} \vec{X}_l}{n_1} \right)^2
  - \sum_{j=n_1+1}^{n_1+n_2} \left( \frac{\vec{X}_j - \sum_{l=n_1+1}^{n_1+n_2} \vec{X}_l}{n_2} \right)^2
  \]

We can now cover how BIRCH works and how CF-Trees are maintained. BIRCH clustering relies on a data structure called a CF-Tree. Each internal node of the tree stores pointers to its children. Additionally, for each child, a triple summarization of the data points rooted at that child is also stored. This summary is called a "Cluster Feature" or in short we call them CF. This explains the name of this data structure: CF-Tree.

Given $N$ $d$-dimensional data points in a cluster: $\{\vec{X}_1, \vec{X}_2, ..., \vec{X}_N\}$, the cluster feature CF is defined as a triple: $CF = (N, \vec{L}S, SS)$, where $N$ is the number of data points in that cluster, $\vec{L}S$ is the linear sum of all the data points: $\sum_{i=1}^{N} \vec{X}_i$ and $SS$ is the square sum of all the data points: $\sum_{i=1}^{N} \vec{X}_i^2$.

The cluster features are at the core of CF trees and they empower BIRCH for two main reasons. Cluster features can be efficiently maintained. Consider when two clusters $C_1$ and $C_2$ with cluster features $CF_1$ and $CF_2$ are being merged together. The resulting $CF$ can simply be computed as follows:

\[
CF = CF_1 + CF_2 = (N_1 + N_2, \vec{L}S_1 + \vec{L}S_2, SS_1 + SS_2)
\] (6.11)
In other words, cluster features are additive and the proof of this fact consists of very intuitive algebraic rules. The other important benefit of using cluster features is that it enables us to compute the tightness measures of a cluster: $\bar{X}, R, D$. In fact, not only the tightness measures but also in-between cluster measures can also be computed very efficiently given cluster features of two clusters: $D_0, D_1, D_2, D_3$ and $D_4$.

Cluster feature representation provides us with a base to introduce the structure of CF-Trees which is a height-balanced tree with two main parameters: branching factor $B$ and tightness threshold $T$. Moreover, each internal node of a CF tree consists of an array of the form $[CF_i, child_i]$ for each child of that node. The size of this array is at most $B$ (also known as branching factor). This value limits the number of children that is allowed for each internal node. $child_i$ is a pointer to the $i^{th}$ child of the node and $CF_i$ is its cluster feature. Furthermore, each leaf node of the tree consists of $L$ entries (each associated with a cluster). It is also worth noting that in some implementations, $L$ can be chosen to be the same as $B$. Each entry in a leaf is associated with a cluster. Each leaf has an array of the form $[CF_i]$ which is the cluster feature of the $i^{th}$ cluster in that leaf node. Additionally, each cluster of the leaf node must satisfy the threshold requirement of the tree with respect to the value $T$. This requirement can be optionally enforced on the radius of the clusters or the diameter of the clusters (this is left for implementation).

Internal nodes in a CF-Tree are used to guide a new cluster to the correct leaf node. Once the cluster reaches a leaf node, the cluster features of the leaf node will guide the cluster to the right internal cluster. If no appropriate cluster is found, a new insertion forms a new cluster in the leaf node. We will discuss the details of insertion further in this section. Notice that the data points are not stored in the CF-Tree directly. The data points are inserted into a database on the disk along with a cluster ID. This enables us to make use of disk space which is normally a large storage area. Therefore, a large number of data points can be maintained. Also observe that we only need the cluster features to perform insertions. The absence of data points from the CF-Tree does not impose any limitations when it comes to insertions.

In order to insert new objects incrementally to a CF-Tree, the object must be inserted into a cluster containing a single object and the cluster feature must be precomputed which is very intuitive. Next, the first phase of insertion starts by identifying the appropriate leaf. The new insertion recursively descends the CF-Tree by choosing the closest child node at each level of the tree using a chosen distance metric function: $D_0, D_1, D_2, D_3$ or $D_4$. It is optional to choose a distance function. Once the appropriate leaf node is found, the second phase of the insertion start to modify the leaf. In this phase, the closest leaf entry is chosen based on the chosen distance function, next we check if merging the closest cluster violates the threshold
condition. In the case where the insertion causes no violation this merging takes place and we are done with the second phase of the insertion. On the other hand, if the threshold condition is not satisfied, a new entry is added to the leaf containing the insertion. If the number of clusters in the leaf is at most equal to $L$ then the modification phase is done. However, if the new cluster causes the number of clusters to increase beyond the limit $L$, then the leaf node splits into two separate leaf nodes. The separation is done by choosing the most distant clusters as seeds and redistributing the rest of the clusters based on the closest criteria. The third phase of insertion which is to modify the path to the leaf is very straightforward if the leaf node did not split. In this case, simply the cluster feature of each node is updated by adding the cluster feature of the newly inserted element. In case there was a split at the leaf node, the parent requires to insert a new entry describing the newly created leaf node. If the parent has enough room to create a new entry then the new entry is simply inserted and the cluster features are updated and we recursively do the update for each parent node up to the root of the tree. However, if there is not enough room (the number of entries is more than $B$) then we need to split the internal node similar to the leaf node and redistribute the node into two internal nodes. This can be done recursively up to the root and at each level the cluster features need to be updated. If the root of the tree is split then the height of the tree is incremented by one.

The original BIRCH clustering algorithm has another phase of insertion. Additionally, in order to improve the clustering quality the original algorithm goes through a process called "global clustering". The purpose of this section was to give some background about BIRCH clustering algorithm. This provides a platform for us to introduce the BUBBLE clustering algorithm. This is due to similarities between these two algorithms. In fact, BUBBLE has evolved out of BIRCH. Further processing in the original BIRCH is omitted here.

### 6.5 BUBBLE Clustering for Metric Objects

In the previous sections, we have learned about hierarchical clustering algorithms. We also have seen two very different flavours of such algorithms. BIRCH is quite complex and it only deals with multi-dimensional data points that can be represented in $d$-dimensional vectors. Trajectory data is not vector based. It rather has its own definition. It may be possible to map trajectories into a $d$-dimensional space but it may be a very complex process. Trajectories are defined and a distance function is introduced to compare them. Hence, the BIRCH clustering algorithm cannot be directly applied to trajectory data-sets. On the other hand, BUBBLE [12] is a variation of BIRCH that has a weaker assumption on the data. In fact, the only assumption that BUBBLE makes is on the distance function. BUBBLE requires the distance function to
satisfy the triangle inequality property. Chapter 4 covered the trajectory distance function and showed that it follows the triangulation inequality. Hence, it is a good candidate for us. This is because BUBBLE shares all the nice properties that BIRCH provides and we need for our clustering. It also removes the one requirement that our trajectories do not meet (a vector-based definition). BUBBLE is also incremental and hierarchical. This section covers the BUBBLE clustering algorithm.

The main challenge for BUBBLE is to define similar cluster tightness and inter-cluster dissimilarity measurements. Additionally, BIRCH cluster features do not apply here. This is due to the abstract nature of the data-set. BUBBLE attacks the latter problem by defining its own version of cluster features. These new cluster features are called ”general cluster features”. This is because of the fact that these features are defined on more general domain of data-sets. In other words, they are not only defined on $d$-dimensional vectors.

BUBBLE clustering algorithm works similar to BIRCH in the sense that it sequentially reads objects and inserts them into a tree. Hence, it enables us to perform clustering in real-time while the data is discovered. BUBBLE clusters are maintained incrementally. In order to be consistent, in this section we refer to cluster features and general cluster features interchangeably. Moreover, the tree maintained by BUBBLE is also called a CF-Tree. BUBBLE limits the number of nodes in a CF-Tree by a constant value $M$ which can be chosen prior to its execution. Similar to BIRCH, BUBBLE also has a branching factor $B$. Additionally, the number of entries in the leaf nodes is also bounded by $B$. In other words, BUBBLE chooses the value of $L$ to be equal to $B$. The form of entries in leaves and internal nodes of the tree is the same as BIRCH but the cluster features differ. Furthermore, each cluster at the leaf level must satisfy the threshold requirement $T$. This is to have control over the tightness or quality of the clusters. The purpose of the internal nodes are to guide new insertions to the right leaf node. Once the object reaches a leaf node, it is then inserted into the closest cluster in that leaf. If the tightness requirement is violated, then a new cluster is generated. If the number of clusters in a leaf is beyond the branching factor $B$, splitting and redistribution takes place. This may cause parent nodes to split up recursively as well. All of these operations are the same as BIRCH. When the number of nodes in the tree is greater than $M$, the tightness threshold $T$ is increased and the tree is reconstructed. This will lead to fewer clusters because close clusters are merged together. The reconstruction of the tree is fairly simple. We start off with a new empty tree that has a higher tightness threshold $T$. Furthermore, all the clusters residing at the leaves of the previous tree are inserted into the new tree. The insertion procedure takes care of the merges. Finally, the new tree replaces the old tree and we are done.

Unlike BIRCH, BUBBLE has two different types of insertion. Type one insertion is the
insertion of a single object to the tree. Type two insertion is the insertion of a cluster into the tree. Type two insertion only occurs when rebuilding the tree. Moreover, cluster features at the leaf level are different than those of the internal nodes. Due to the unknown structure of objects, the centroid of a cluster is undefined. Hence, we use an actual object $\hat{O}$ from a set of objects $O$ as a clusteroid:

**Definition 6.1 (RowSum).** Let $O = \{O_1, O_2, ..., O_n\}$ be a set of objects with a metric distance function $d : O \times O \to \mathcal{R}$. The RowSum of an object $o \in O$ is defined as $\text{RowSum}(o) = \sum_{i=1}^{n} d^2(o, O_i)$.

**Definition 6.2 (Clusteroid).** The clusteroid $\hat{O}$ is defined as an object $\hat{O} \in O$ such that $\forall o \in O : \text{RowSum}(\hat{O}) \leq \text{RowSum}(o)$.

The rest of the definitions here depend on a distance-preserving function $f$ as a base. Kruskal [20] has shown that such a function always exists. The following Lemma defines this function:

**Lemma 6.1** Let $O = \{O_1, O_2, ..., O_n\}$ be a set of objects with a metric distance $d : O \times O \to \mathcal{R}$. There exists a positive integer $k$, where $k < n$ and a function $f : O \to \mathcal{R}^k$ such that $f$ is an $\mathcal{R}^k$-distance preserving transformation.

Informally, for every object $o \in O$ there exists a mapping $f(o) = \vec{o}' \in \mathcal{R}^k$. Additionally for any pair of objects $\{o_1, o_2\} \subseteq O$, the metric distance $d(o_1, o_2)$ is equal to the euclidean distance between $\vec{o}_1'$ and $\vec{o}_2'$. Observe the clusteroid $\hat{O}$ of a set of objects $O$ whose image vector $f(\hat{O})$ is the closest point to the centroid of the set $O$. Let $\overline{O}$ be the centroid of $f(O)$:

$$\forall o \in O : \left| f(\hat{O}) - \overline{O} \right| \leq \left| f(o) - \overline{O} \right|$$  \hspace{1cm} (6.12)

BUBBLE also has its interpretation of radius $R$ which is used to do approximation and to evaluate the quality of a cluster. Observe that the original BIRCH algorithm uses the radius or the diameter to determine the tightness satisfaction of a cluster but BUBBLE uses radius of a cluster for other purposes. Furthermore, BUBBLE has its own translation of distance measures $D0$ and $D2$. The average inter-cluster distance $D2$ is used at the internal nodes to guide a new object to the appropriate leaf. On the other hand, $D0$ is used to determine the appropriate cluster for a new insertion at the leaf level. Here are the formal definitions of $R$, $D0$ and $D2$ for the BUBBLE algorithm:
Let \( O = \{ O_1, O_2, \ldots, O_n \} \) be a set of objects with a metric distance function \( d : O \times O \to \mathcal{R} \). The radius of the set \( O \) is defined as:

\[
R(O) = \sqrt{\frac{\sum_{i=1}^{n} d^2(O_i, \hat{O})}{n}} \tag{6.13}
\]

Let \( O_1 = \{ O_{11}, O_{12}, \ldots, O_{1n_1} \} \) and \( O_2 = \{ O_{21}, O_{22}, \ldots, O_{2n_2} \} \) with a metric distance function \( d : (O_1 \cup O_2) \times (O_1 \cup O_2) \to \mathcal{R} \), the clusteroid distance \( D_0 \) is defined as:

\[
D_0(O_1, O_2) = d(\hat{O}_1, \hat{O}_2) \tag{6.14}
\]

Additionally, the average inter-cluster distance \( D_2 \) is defined as:

\[
D_2(O_1, O_2) = \sqrt{\frac{\sum_{i=1}^{n_1} \sum_{j=1}^{n_2} d^2(O_{1i}, O_{2j})}{n_1n_2}} \tag{6.15}
\]

We already mentioned that BUBBLE algorithm does not use the radius of a cluster to test for the tightness requirement of a cluster. BUBBLE uses \( D_0 \) to find the closest cluster to an object at the leaf level. It also uses \( D_0 \) to test for the threshold requirement. In other words, a new object \( O_{\text{new}} \) is only inserted into a cluster \( O \) only if \( D_0(O, \{ O_{\text{new}} \}) \leq T \). Let us now examine the incremental maintenance of cluster features at the leaf level. It appears that the clusteroid of a cluster is always required for most of the calculations so finding the clusteroid is vital. In order to find the clusteroid, we need to update the \( \text{RowSum} \) of all the elements in the cluster and choose the object with the smallest \( \text{RowSum} \). However, recall that BIRCH was originally designed to handle large data-sets and not all the objects in a cluster may be present in main memory. We need a strategy to keep some of the objects of a cluster in memory and store the rest of them in a database. Let us first examine the ”type one” insertions (insertion of a single object \( O_{\text{new}} \)). In order to solve this problem, we make some approximations. Let \( \hat{C} \) be a cluster and \( \hat{C} \) be the clusteroid of that cluster. We approximate that the centroid of \( f(C) \) to be close to \( f(\hat{C}) \). We already showed that this is the best approximation of the centroid:

\[
\overline{f(C)} = f(\hat{C}) \tag{6.16}
\]

We keep a maximum of \( p \) objects inside a cluster. If the total number of objects in the cluster is at most \( p \), then the \( \text{RowSum} \) of all the objects and \( O_{\text{new}} \) is computed exactly. Once the number of objects increase beyond \( p \), we only update the \( \text{RowSum} \) of \( p \) objects in memory.
and approximate the RowSum of the new object in the cluster using the following:

\[
\text{RowSum}(O_{\text{new}}) = \sum_{i=1}^{n} d^2(O_{\text{new}}, O_i) \\
= \sum_{i=1}^{n} (f(O_{\text{new}}) - f(O_i))^2 \\
\approx \sum_{i=1}^{n} (f(O_i) - \bar{f}(C))^2 + n(\bar{f}(C) - f(O_{\text{new}}))^2 \\
= nr^2(C) + nd^2(\hat{C}, O_{\text{new}})
\]

After updating the RowSum of the objects and inserting \(O_{\text{new}}\), if \(|C| > p\) then the object with the largest RowSum is delivered to the database and removed from memory. Finally, the object with the smallest RowSum value is the new clusteroid. Experiments confirm this heuristic works well in practice [12].

Let us now examine type two insertions. Recall that once the tree has more than \(M\) nodes, the value \(T\) is increased and the clusters at all the leaf levels are inserted into a new empty tree. In this process, clusters may get merged together resulting in a smaller tree.

Let \(C_1 = \{O_{11}, ..., O_{1n_1}\}\) and \(C_2 = \{O_{21}, ..., O_{2n_2}\}\) be two clusters being merged and let \(f\) be the distance-preserving transformation of \(C_1 \cup C_2\). Let \(C\) be the result of merging \(C_1\) and \(C_2\). Observe that the centroid \(\bar{f}(C)\) is on the line joining the two centroids \(\bar{f}(C_1)\) and \(\bar{f}(C_2)\). The exact location of the centroid depends on the values of \(n_1\) and \(n_2\). The new clusteroid \(\hat{C}\) must be the closest object to this centroid. If the two clusters have more than \(p\) elements, we will only take \(p\) elements from each cluster. We assume that \(n_1 \approx n_2\) and therefore we take a maximum of \(p\) elements from the periphery of each cluster. In this process, the objects stored in the database are read first before the objects in memory. This is because that the new clusteroid will be farther distance away from the two clusteroids. Moreover, the objects in the database have a larger RowSum and therefore, they are more distant from the two clusteroids. If any of the clusters have more than \(p\) elements in the database, then we choose \(p\) random points from the database representing that cluster. These points are removed from the database and they get replaced by points in memory. As these points are inserted into the new cluster, we also update the cluster’s features. Once the two clusters are merged, one of the two cluster IDs is chosen. This cluster ID is updated in the database as well. In summary, we maintain the following information as summarized cluster feature of a leaf cluster \((C)\):

- number of objects in \(C\)
• clusteroid of $C$
• a maximum of $2p$ actual objects
• $RowSum$ of each object in memory.
• radius of the cluster (this may be approximated)
• cluster ID

We have described how leaf nodes behave and how they are maintained. We now describe the way internal nodes are maintained. As mentioned before, internal nodes have a different representation compared to the leaf nodes. Each entry in an internal node maintains a sample set of the objects in the sub-tree rooted at that node. This is the generalized cluster feature representation at the internal nodes. Let $NL$ be an internal node in the tree and $NL_i$ be the $i^{th}$ entry of $NL$, then $S(NL_i)$ is the sample set of the entry $NL_i$ and $S(NL)$ is the union of all sample object at all entries of $NL$.

These sample objects are randomly selected from the corresponding sub-trees. Let $NL$ be an internal node which has $k$ children: $child_1, ..., child_k$. $S(NL_i)$ is selected from objects rooted at $child_i$. If $child_i$ is a leaf node, then the sample objects $S(NL_i)$ are chosen from the clusteroids of the clusters existing under sub-tree rooted at $child_i$. Additionally, if $child_i$ is an internal node then these objects are chosen from the sample set of that internal node: $S(child_i)$. The number of sample objects to be collected at any internal node is upper bounded by a constant called the sample size. Let $SS$ denote the sample size. The following inequality holds for the number of samples for th $i^{th}$ child:

$$|S(NL_i)| \leq \left\lfloor \frac{n_i \times SS}{\sum_{i=1}^{k} n_i} \right\rfloor$$

(6.18)

The tree evolves as new objects are inserted into it. The frequency of the sample set updates will affect the quality of summary representations at internal nodes. On the other hand, too many updates can be computationally expensive so we need to find a good balance. When a split occurs at $child_i$ of $NL$ we update all the sample set of the entries of $NL$ and then we update the entry that points to $NL$ we recursively follow this to the root. Notice, we only update all the entries of a node only if one of its children split but when moving back up the tree to the root we only update the corresponding entries.

The distance measurement at the internal nodes differ from the one used for leaf nodes. We use the average inter-cluster distance $D2$ as a measuring distance when inserting new objects. Let $C_{new}$ be a new cluster being inserted into the tree (for type one insertion with a new object
$O_{\text{new}}$, this will be a cluster with a single object: $C_{\text{new}} = \{O_{\text{new}}\}$. $C_{\text{new}}$ will be guided down the $i^{th}$ entry of the internal node for which $D_2(C_{\text{new}}, S(N L_i))$ is the smallest value. Notice this is different than the leaf nodes where the distance measurement was $D_0$.

This is alarming because $D_2$ computation is very expensive. Distance functions can be computationally expensive. This is where the BUBBLE-FM [12] algorithm comes into play. BUBBLE-FM decreases the number of calls to the distance function. BUBBLE-FM depends on an algorithm called FastMap [10] that maps metric objects to a coordinate system. FastMap tries to preserve the distances between objects in their corresponding points in the coordinate system. Next section of this chapter covers the FastMap algorithm.

### 6.6 FastMap Algorithm

FastMap [10] is an algorithm used by BUBBLE-FM to map metric objects into points in a $k$-dimensional coordinate space. FastMap runs in $O(n)$ time where $n$ is the number of objects to be mapped. Once the mapping is done, it can be used to answer queries by example. That is, given a new object $O_{\text{new}}$, FastMap can approximately map the new object into the same $k$-dimensional space. Moreover, the distance between the map of $O_{\text{new}}$ and the centroid or the other points in the set can be computed efficiently. Additionally, FastMap allows us to choose a constant value $k$ for the number of space dimensions. The higher the value of $k$, the more precision the algorithm provides in practice. There are other alternatives to FastMap such as Multi-Dimensional Scaling (MDS) [31] but MDS is very slow and it is not a practical solution for indexing.

The goal of FastMap is to find $n$ points in a $k$-dimensional space whose Euclidean distances will approximately match the distances of a given $n \times n$ distance matrix. FastMap has access to the distance matrix or a distance function as input. FastMap pretends that the input data is indeed in an unknown $n$-dimensional space and it attempts to project them onto a $k$-dimensional space. FastMap does this one dimension at a time. For each dimension, two objects $O_a$ and $O_b$ are chosen as pivot objects. For the first dimension, we consider a line going through these two points in the original $n$-dimensional space and the rest of the points are projected on that line using the cosine law. Imagine projecting a point $O_i$ onto a line that goes through $O_a$ and $O_b$. Consider, the triangle $O_aO_iO_b$, the cosine law gives the following:

$$d^2(O_b, O_i) = d^2(O_a, O_i) + d^2(O_a, O_b) - 2x_i d(a, b)$$  \hspace{1cm} (6.19)

Equation (6.19) above follows from the Pythagorean theorem. Let $E$ be the projection point of $O_i$ on the line that passes through $O_a$ and $O_b$. Equation (6.19) comes from combining the
Pythagorean theorem in the two triangles $O_aEO_i$ and $O_bEO_i$.

In the equation above, $d$ is the distance function between the objects. For now we consider the first dimension. Let us now reformulate the equation and solve it for $x_i$:

$$x_i = \frac{d^2(O_a, O_i) + d^2(O_a, O_b) - d^2(O_b, O_i)}{2d(a, b)} \quad (6.20)$$

We raise two questions: How can this be extended to more than one dimension? How are the pivot points selected? Let us first address the first question. Recall that FastMap pretends that the objects are already points in an $n$-dimensional space. Consider an $(n - 1)$-dimensional hyperspace that is perpendicular to the line going through $O_a$ and $O_b$. Now consider projections of our points from the $n$-dimensional space to this $(n - 1)$-dimensional hyperspace. That is for each point $O_i$ in the original $n$-dimensional space, we have a projection $O_i'$ in the $(n - 1)$-dimensional hyperspace. The goal is to find a new distance function that accounts for distances between projected points and using this new distance function to find two new pivot points and compute new values for the second dimension. We repeat the same process for higher dimensions by decrementing $n$ and $k$ again. We now solve for a distance function that computes the distances between the projected points:

**Lemma 6.2** On the hyper-plane $H$, the Euclidean distance $d'$ between the projections $O_i'$ and $O_j'$ can be computed from the original distance function:

$$d^2(O_i', O_j') = d^2(O_i, O_j) - (x_i, x_j)^2$$

The proof of Lemma 6.2 can be found in the original paper [10]. We now address the second question, how can the pivot points be chosen at each step? Observe that the goal is to find two points $O_a$ and $O_b$ such that the two points are as far apart as possible in the projected hyper-plane. However, in order to find the most distant points we need $O(n^2)$ computations of the distance function which is very inefficient. Instead of doing this, we take a random point $O_r$ and we find the most distant point to $O_r$ and we call this new point $O_a$ then we find the most distant point to $O_a$ and we call this second point $O_b$. Observe that it only takes linear time to find $O_a$ and $O_b$ and these points are relatively far away from each other. Algorithm 11 shows this in pseudocode. Now we can describe how the FastMap algorithm works. FastMap takes three elements as input: a set of objects to map $O$, a distance function $d$ that obeys the triangulation property and a constant value $k$ representing the number of dimensions. The algorithm then finds two pivot points far away from each other using algorithm 11 and projects all the points to the line going through the two points. It is important to note that the pivot points for each dimension are stored. The algorithm then formulates a new distance function $d'$ from
Algorithm 11 Choose objects far away from each other from a set of metric objects \( \mathcal{O} \).

**Require:** \( \mathcal{O} \): set of metric objects.

**Require:** \( d \): distance function to compute distances between objects

**Ensure:** Find objects \( O_a \) and \( O_b \) that are relatively far away.

**procedure** \texttt{CHOOSEDISTANTOBJECTS}(\( \mathcal{O}, d \))

\[ \begin{align*} 
\mathcal{O}_r & \leftarrow \text{a random point in } \mathcal{O} \\
O_a & \leftarrow \text{most distant point to } \mathcal{O}_r \text{ (using a linear search)} \\
O_b & \leftarrow \text{most distant point to } O_a \text{ (using a linear search)} \\
\text{return } & \{O_a, O_b\} 
\end{align*} \]

**end procedure**

\( d \) with the help of Lemma 6.2. Furthermore, \( d' \) is used to compute distances between objects on a hyper-plane perpendicular to the line going through the two pivot points. Moreover, \( d' \) turns out to be a recursive function for further dimensions. Algorithm 12 illustrates these operations in pseudocode.

Notice that the algorithm stores the pivot positions at each level in a 2D array called \( P.A \). Once the algorithm terminates, an array is generated with all the final mappings (\( k \)-dimensional points). This array is called \( X \) in the algorithm. Additionally, \( X[i,j] \) contains the value of the \( j^{th} \) dimension for the \( i^{th} \) object. Observe that the algorithm runs in time \( O(kn) \) and since \( k \) is a constant value, the running time ultimately can be translated to \( O(n) \). Additionally, once the algorithm returns the centroid of all the points in array \( X \) can be computed in linear time. Moreover, if a new object \( O_{\text{new}} \) is to be queried then \( O_{\text{new}} \) can be mapped to a point \( p \) using the \( P.A \) in \( (k) \). The distance between \( p \) and the computed centroid can be obtained in constant time.

### 6.7 BUBBLE-FM Clustering

BUBBLE-FM [12] is a variation of the BUBBLE algorithm that improves the performance of the insertion operation. This is vital to the clustering algorithm because insertion of single objects into the CF-Tree is the most frequent operation. Improving this single operation will have a crucial effect on the running time of the entire algorithm.

Recall that BUBBLE stores general cluster features for each child of the internal nodes. One the components of the general cluster features in an internal node was a collection of clusteroids rooted at the associate child. This collection is called a sample set and it consists of
**Algorithm 12** Map metric objects $O$ into a $k$-dimensional space such that distances determined by distance function $d$ are preserved as well as possible

**Require:** $O$: set of metric objects.
**Require:** $d$: distance function to compute distances between objects
**Ensure:** $X$ contains the $k$-dimensional points
**Ensure:** $PA$ contains the pivot positions at each level

```
procedure FASTMAP($k$, $d$, $O$)
    if $k \leq 0$ then
        return
    end if
    $\{O_a, O_b\} \leftarrow$ CHOOSEDISTANTOBJECTS($O$, $d$)
    $PA[1, k] \leftarrow a$
    $PA[2, k] \leftarrow b$
    if $d(O_a, O_b) = 0$ then
        $X[i, k] \leftarrow 0$ for all $i$ such that $1 \leq i \leq |O|$
    else
        for $O_i \in O$ do
            $X[i, k] \leftarrow \frac{d^2(O_a, O_i) + d^2(O_a, O_b) + d^2(O_b, O_i)}{2d(O_a, O_b)}$
        end for
    end if
    Formulate $d'$ based on Lemma 6.2
    FASTMAP($k - 1$, $d'$, $O$)
end procedure
```
pointers to actual objects in memory. In the previous section, we saw how FastMap [10] can be used to map metric objects into points in a $k$-dimensional coordinate space. BUBBLE-FM uses FastMap at its internal nodes to improve the running time of the insertion operation.

Let $NL$ be an internal node of the CF-Tree who has $k$ children: $child_1, child_2, ..., child_k$. Furthermore, let $NL_i$ be the entry associated with the $i^{th}$ element of $NL$. We described that each $NL_i$ has a sample set that is derived from its children which we call $S(NL_i)$. Moreover, let $S(NL)$ be the union of all the sample sets of the children of $NL$:

$$S(NL) = S(NL_1) \cup S(NL_2) \cup ... \cup S(NL_k) \quad (6.21)$$

BUBBLE-FM stores some additional information about these sample sets. When one of the sample sets has to be modified, the modification is done the same way as BUBBLE. However, after these modifications are carried out, the FastMap of $S(NL)$ is computed. This computation results in the pivot array ($PA$) and the mapped points array ($X$). BUBBLE-FM stores the pivot array at the node $NL$. Additionally, BUBBLE-FM uses the mapped points array to compute the centroids of each sample set. Each $NL_i$ also stores the centroid computed that is associated to its mapped points.

These new set of information are really useful when guiding down a new object $O_{new}$ down the tree for insertion. Recall that BUBBLE uses $D_2$ to choose the right child to guide down the new object. $D_2$ is the average inter-cluster distance and it requires us to execute the distance function for $|S(NL)|$ times at each internal node $NL$. It is easy to see that this is a very inefficient operation. This is especially true if the distance function is computationally expensive. With the new information stored at each internal node, let $O_{new}$ be a new object to insert into the CF-Tree. BUBBLE-FM does not use $D_2$ to find the right child at each level. In contrast, it will use the pivot array stored at the internal node to map $O_{new}$ to a $d$-dimensional point. Observe that this operation only takes time proportional to the number of dimensions: $O(d)$. Once this mapping is done, we can compute its distance to each centroid stored at $NL_i$. Observe that this operation takes time proportional to the number of children stored at $NL$: $O(k)$. The child whose centroid is the closest to the mapped point is chosen. This reduces the number of computations to find the right child at each level from $|S(NL)|$ to only $k + d$ operations where $k$ is the number of children and $d$ is the number of dimensions used in the FastMap algorithm. Observe that $k$ is bounded by the branching factor $B$ in the tree which is normally chosen to be at most 7. Also $d$ is the number of dimensions and for most forms of data, 5 dimensions are enough. This conclude that we only need a total of 12 operations at each level to choose the right child to push the new object $O_{new}$ down the tree.

It is important to note that FastMap runs in linear time with respect to the number of input
objects. We do not run FastMap very frequently. In fact, we only run FastMap when the sample sets need to be updated. This only occurs when a leaf node splits up and it causes a ripple effect towards the root of the tree.
Chapter 7

Results

7.1 Dataset

In this section, we give an overview about the dataset used for this thesis. The Geolife project [36, 35] collected 17621 trajectories over 5 years from April 2007 to August 2012. The project was supervised by Microsoft Research Asia and involved trajectories of 182 users. The data was recorded by different devices such as GPS loggers and GPS phones. The entire dataset is distributed over 30 cities in China and some cities in the USA and Europe. However, the majority of the data was collected in Beijing, China. Therefore, we decided to use the trajectories recorded in this specific region. The data is recorded based on decimal degrees in three dimensions of longitude, latitude and altitude. In order for the data to be valid for us, we ignore the altitude and we only use two dimensions. While parsing the dataset into trajectory arrays, we noticed that some trajectories have substantial delays between consecutive nodes. This is not desirable for us but we had a simple solution. We decided to introduce a minimum time threshold of 10 minutes between two direct nodes. If any trajectory has two nodes in a row that are more than 10 minutes apart, we split the trajectory. Furthermore, we are more interested in longer trajectories and therefore our system removes any trajectory with less than 240 nodes. The city of Beijing is defined in a region with longitudes in the ranging from 115.8 to 117.4 and latitude ranging from 39.4 to 40.8. Any trajectory containing nodes outside of this region is removed from the sample set. Furthermore, the data is present in a very short range due to the decimal degree unit. In order to represent the coordinates easier in the system, we scale the coordinates by multiplying each coordinate by 50000. This maps the points to a larger space that makes it easier for us to draw and analyze the curves. The total number of trajectories we obtained was 19973. The shortest trajectory has 240 nodes and the longest
trajectory has 12488 nodes. Table 7.1 shows the frequency table with respect to the number of nodes in the trajectories. Table 7.2 shows the ranges of the scaled longitude and the latitude.

<table>
<thead>
<tr>
<th>Node count range</th>
<th>Number of trajectories</th>
</tr>
</thead>
<tbody>
<tr>
<td>[240, 1248]</td>
<td>16372</td>
</tr>
<tr>
<td>[1249, 2497]</td>
<td>2810</td>
</tr>
<tr>
<td>[2498, 3746]</td>
<td>542</td>
</tr>
<tr>
<td>[3747, 4995]</td>
<td>138</td>
</tr>
<tr>
<td>[4996, 6244]</td>
<td>64</td>
</tr>
<tr>
<td>[6245, 7493]</td>
<td>23</td>
</tr>
<tr>
<td>[7494, 8742]</td>
<td>11</td>
</tr>
<tr>
<td>[8743, 9991]</td>
<td>5</td>
</tr>
<tr>
<td>[9992, 11240]</td>
<td>3</td>
</tr>
<tr>
<td>[11241, 12488]</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 7.1: Relationship between the node count range and the number of trajectory’s in the dataset.

<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaled Longitude</td>
<td>1178.89</td>
<td>76497.4</td>
</tr>
<tr>
<td>Scaled Latitude</td>
<td>453.262</td>
<td>69671.5</td>
</tr>
</tbody>
</table>

Table 7.2: After scaling the coordinates by multiplying them by 50000, the table above shows the minimum and maximum coordinates after scanning all the trajectories.

Figure 7.1 is a representation of all the trajectories in one image. After loading all the trajectories into our application, we sketched all trajectories into a single image and produced this image. Please note that this image is scaled to fit the page.

### 7.2 Linear vs Quadratic distance function algorithms

In Chapter 4 we illustrated two algorithms to compute the trajectory distance function. Algorithm 3 runs in quadratic time with respect to the number of nodes. This will clearly run much slower than the second algorithm which runs in linear time (Algorithm 4). Table 7.3 compares the running time performance of the two algorithms for multiple executions. We executed both
Results

Figure 7.1: This figure is the result of sketching 19973 raw trajectories into a single image. These trajectories are used as a sample set for our tests.

of these algorithms with multiple random pairs of trajectories from the dataset and recorded their performance. The results show that the linear time algorithm computes the trajectory distance of a randomly chosen pair of trajectories picked from our dataset at 0.617 milliseconds on average. On the other hand, the quadratic algorithm does the same computation at 61.791 milliseconds on average. Thus, the quadratic algorithm is about 100 times slower than the linear algorithm on average for our data-set.
Table 7.3: The first column shows the total number of trajectory pairs used by the two algorithms. The second column shows the total running time of the linear algorithm to compute their distances. The third column shows the total running time of the quadratic algorithm to compute their distances.

<table>
<thead>
<tr>
<th>Number of trajectory pairs</th>
<th>Total running time (Linear Algorithm)</th>
<th>Total running time (Quadratic Algorithm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>652</td>
<td>403ms</td>
<td>25,011ms</td>
</tr>
<tr>
<td>68</td>
<td>47ms</td>
<td>2,455ms</td>
</tr>
<tr>
<td>1471</td>
<td>912ms</td>
<td>55,367ms</td>
</tr>
<tr>
<td>2314</td>
<td>1,435ms</td>
<td>89,201ms</td>
</tr>
<tr>
<td>547</td>
<td>327ms</td>
<td>18,825ms</td>
</tr>
<tr>
<td>981</td>
<td>617ms</td>
<td>38,793ms</td>
</tr>
<tr>
<td>1232</td>
<td>775ms</td>
<td>50,341ms</td>
</tr>
<tr>
<td>532</td>
<td>333ms</td>
<td>21,551ms</td>
</tr>
<tr>
<td>2358</td>
<td>1,429ms</td>
<td>89,442ms</td>
</tr>
<tr>
<td>2184</td>
<td>1,335ms</td>
<td>79,433ms</td>
</tr>
</tbody>
</table>

7.3 Simplification Experiments

In this section, we will show some data points after applying each simplification method. We will show how the two trajectory simplification algorithms compare to each other.

7.3.1 Running-Time Performance

Let us first show some data points about the running time performance of the two simplification algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Running Time</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enclosing Disk Simplification</td>
<td>181,791ms</td>
<td>9.1ms</td>
</tr>
<tr>
<td>Direct Link Simplification</td>
<td>61,622ms</td>
<td>3.08ms</td>
</tr>
</tbody>
</table>

Table 7.4: The results above shows the time it takes each algorithm to simplify our entire input dataset. The right-most column shows the average amount of time it takes to simplify a single trajectory.

This experiment reveals that the running time of the direct-link simplification method is
about 3 times faster than the enclosing disk method. This is expected because the computation of the smallest enclosing disks is more expensive in practice. However, the simplification of a trajectory is only done once after the trajectory is detected in the system. On average, both algorithms run reasonably very fast for a single trajectory simplification. We need other metrics to measure their performance to identify the dominating algorithm.

7.3.2 Error Distribution

Error distribution is another metric to compare our trajectory distance algorithms. Let us first define the simplification error. Let $S_{\epsilon}$ be a simplification method that maps a trajectory $T$ to a simplified trajectory $T'$ with a threshold of $\epsilon$. The simplification error, $e_{S,T}$, is defined as the trajectory distance between the original trajectory $T$ and the simplified trajectory $T'$:

$$e_{S,T} = \delta_T(T, S_{\epsilon}(T))$$  \hspace{1cm} (7.1)

Trajectory simplification methods lose some information about the trajectories which can be measured using the error defined above. The intention is to obtain a lower difference between the original trajectory and its corresponding simplified version.

![Enclosing Disk Simplification (Distance Frequency Table)]

Figure 7.2: This chart shows the error frequency of the entire dataset after applying the enclosing disk simplification method.

We ran both of the trajectory simplification methods for the entire dataset and computed their errors. We used the scaled vectors in our dataset and the $\epsilon = 100$ as our threshold. The
entire dataset is a long list and therefore we show the frequency of these errors (Figure 7.2, Figure 7.3). Figure 7.3: This chart shows the error frequency of the entire dataset after applying the direct link simplification method.

It is clear that the error caused by enclosing disk method simplification is greater than 95 units for more than 18000 trajectories (refer to Figure 7.2). This means more than 18000 of the trajectories have an error distance larger than 95ε. On the other hand, the direct link simplification method caused an error greater than 95 units for more than 9000 trajectories. This is almost half of the dataset population. For the other half of the dataset trajectories, the error caused by direct link simplification is distributed almost uniformly with lower values. This shows that the direct link simplification method performs slightly better than the enclosing disk method for simplification error.

7.3.3 Size-Ratio Distribution

Size-Ratio is the last metric we use to compare the two simplification metrics. Size-Ratio is the ratio between the size of the simplified version of a trajectory and the size of the original trajectory. In this context, size is the number of spatio-temporal nodes in a trajectory. Let $S_\epsilon$ be a simplification method with a threshold, $\epsilon$, that maps a trajectory $T$ to its simplified version $S_\epsilon(T) = T'$. The Size-Ratio of applying $S_\epsilon$ to $T$ is equal to $\frac{|T'|}{|T|}$. Clearly smaller values for
size-ratio implies that the simplification algorithm performed better. Recall the main reason we simplified the trajectories was to reduce the number of spatio-nodes describing a trajectory. We ran both the simplification methods and collected data points to compute the size-ratio for each trajectory after applying each simplification method. We will present the size-ratio frequency distribution for both methods here. Before presenting the distribution charts, let us look at some data points that were calculated after applying these simplification methods:

<table>
<thead>
<tr>
<th>Simplification Method</th>
<th>Node Count Before Simplification</th>
<th>Node Count After Simplification</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enclosing Disk</td>
<td>17752226</td>
<td>942898</td>
<td>0.0531</td>
</tr>
<tr>
<td>Direct Link</td>
<td>17752226</td>
<td>1567460</td>
<td>0.0883</td>
</tr>
</tbody>
</table>

Table 7.5: The second column is the aggregated number of nodes of all the trajectories before the simplification. The third column is the aggregated number of nodes of all the simplified trajectories. The forth column is the ratio between the third and the second column.

We ran both of the simplification methods and counted to total aggregated number of spatio-temporal nodes before and after the simplification and computed the ratio between them. This reveals that the enclosing disk simplification computes a simplified trajectory of less than 6 percent of the original trajectory size on average. This metric is just below 9 percent for the direct link method. We can see that the smallest enclosing disk method performs slightly better in terms of reducing the number of spatio-temporal nodes of a trajectory. Figure [7.4](#) shows the size-ratio distribution of all the trajectories after applying both simplification methods. It is worth noting that the threshold, $\epsilon$, used for this experiment was again 100. The smallest enclosing disk method has reduced the number of nodes to less than 1 percent of the original size for 17212 trajectories. That is more than 86 percent of the trajectories have shrunk to less than 1 percent of their original size. On the other hand, the direct link simplification method achieved the same results for 12092 trajectories which is about 60 percent of the trajectories. It is clear that both simplification methods are very effective but enclosing disk method achieves much better results in reducing the number of points from a given trajectory.

### 7.3.4 Conclusion

It is clear that both trajectory simplification methods are effective and suitable for our task. These results show that there is a trade off between the error factor and the size-ratio factor. Enclosing disk method error rate was higher than the direct link method. On the other hand,
Figure 7.4: The chart above compares the frequency of size-ratio analysis for both of the simplification methods.

the direct link method scored much lower in terms of reducing the number of trajectory nodes. The running time of both of the algorithms is quiet fast and practical. We can conclude that the end-user can decide to go with either of the algorithms based on the precision they would like to achieve from the algorithm. In order to reduce the error factor, it is better to go with the direct link method and choose a smaller threshold. On the other hand, if space and memory resources are limited then the enclosing disk method is more suitable.

Additionally, we performed one more experiment in order to show the effect of simplification on the distance computation time. Recall the experiment in Section 7.2 where we showed the time it took to compute the distance between randomly chosen pairs of trajectories. We run the same experiment this time using the simplified trajectories obtained from direct link method. The results are shown in Table 7.7. Recall that in Section 7.2, we showed that the linear algorithm for computing trajectory distance runs at 0.617 milliseconds on average for a randomly chosen pair of trajectories. After applying the direct link simplification above, this rate drops to 0.05 millisecond i.e., the distance computation is more than 12 times faster than before. This is crucial for clustering algorithms as they frequently make use of the distance function.

We have also included all the simplified trajectories into two images that are presented in Figure 7.5 and Figure 7.6.
7.4 Clustering Experiments

Finally, we compare different clustering algorithms to cluster the simplified trajectories. In this section, we compare three clustering algorithms: HAC, BUBBLE and BUBBLE-FM. We used the results of direct link simplification algorithm. Here is the running time of these three algorithms:

Notice how much faster BUBBLE and BUBBLE-FM perform in comparison with HAC. These results are expected because HAC runs in quadratic time with respect to the number of items to cluster. On the other hand, BUBBLE and BUBBLE-FM are almost linear-time
7.5 Conclusion

In this chapter, we compared different algorithms that we introduced in this thesis. It was expected to observe that the running time of the linear distance function to be much better than the quadratic distance function. In this chapter, we put these algorithms to test and showed that in practice the linear algorithm runs much faster than its counterpart. This is crucial for a real
<table>
<thead>
<tr>
<th>Number of trajectory pairs</th>
<th>Total running time (Linear Algorithm)</th>
<th>Total running time Quadratic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>14622</td>
<td>761ms</td>
<td>5,290ms</td>
</tr>
<tr>
<td>7058</td>
<td>352ms</td>
<td>2,451ms</td>
</tr>
<tr>
<td>3856</td>
<td>193ms</td>
<td>1,315ms</td>
</tr>
<tr>
<td>8424</td>
<td>422ms</td>
<td>2,893ms</td>
</tr>
<tr>
<td>12009</td>
<td>611ms</td>
<td>4,400ms</td>
</tr>
<tr>
<td>16382</td>
<td>836ms</td>
<td>5,952ms</td>
</tr>
<tr>
<td>1670</td>
<td>91ms</td>
<td>641ms</td>
</tr>
<tr>
<td>15093</td>
<td>762ms</td>
<td>5,351ms</td>
</tr>
<tr>
<td>11896</td>
<td>629ms</td>
<td>4,388ms</td>
</tr>
<tr>
<td>17969</td>
<td>907ms</td>
<td>6,287ms</td>
</tr>
</tbody>
</table>

Table 7.6: Results of running the experiment in Section 7.2 with simplified trajectories.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Running Time (in milliseconds)</th>
<th>Running Time (in minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAC</td>
<td>12152089</td>
<td>202.53</td>
</tr>
<tr>
<td>BUBBLE</td>
<td>339541</td>
<td>5.66</td>
</tr>
<tr>
<td>BUBBLE-FM</td>
<td>299595</td>
<td>4.99</td>
</tr>
</tbody>
</table>

Table 7.7: Running times of different clustering algorithms to cluster the entire input of simplified GeoLife dataset.

time clustering algorithm. We also saw that the simplification methods can help reduce the size of trajectories with very little affect. Comparing trajectories can be very time-consuming if a substantial number of comparison has to be made. Reducing the number of nodes makes the clustering algorithm run much faster. We observed the effectiveness of the simplification methods. Finally, we compared the clustering algorithms and observed that the incremental clustering algorithm runs much faster than its counter parts and provides reasonable results.
Figure 7.7: Some example of the clusters obtained from BUBBLE-FM.
Figure 7.8: Snapshot of some of the clusters obtained from BUBBLE-FM.
Chapter 8

Conclusion

8.1 Summary

In this thesis, we investigated a solution for clustering trajectories in real time. This task is very challenging because of the way data must be presented. We started off by investigating how to compare trajectories. Clustering algorithms require a metric to be defined so that the objects can be compared against each other. We started off by investigating the Fréchet distance function. This metric is widely applied when comparing polygonal chains. On the other hand, this method is not concerned with the speed of trajectories.

We showed an extension of Fréchet distance and we used it to compare trajectories. We illustrated two algorithms to compute this distance accurately. The first algorithm was quadratic and therefore it was not practical. The second method was a linear running time algorithm which was suitable for computing the distance between trajectories in practice.

Furthermore, we introduced the problem of long trajectories. We presented two methods to simplify trajectories such that they would contain less nodes. This makes the distance function run much faster. Additionally, the simplified trajectories are easier to store in memory or a storage device.

We investigated a few clustering algorithms including HAC. Most of the well-known clustering algorithms such as $k$-means work with feature vectors. These clustering algorithms are also limited because the entire sample set must be provided to them prior to their execution. This is clearly not the case with a real-time system. On the other hand, we did not have feature vectors but we defined our own distance function. Thus, we needed an incremental clustering algorithm that would work with a customized distance function. We took advantage of the fact that our distance function was a metric function. We showed that we can cluster trajectories in
real-time using BUBBLE and BUBBLE-FM algorithms.

8.2 Future Work

This thesis presented a valid way of clustering trajectories based on their position and velocity. The distance function introduced here does not account for the size of the object or the colour histogram of the moving object. These measures can be useful when the clustering algorithm is targeted for surveillance applications. This work can be extended to account for such parameters.

Additionally, we presented a 2D clustering solution. However, the same approach can be taken to cluster trajectories that are defined using 3D spatio-temporal nodes. Currently, the smallest enclosing disk simplification method used in this work cannot be applied in a 3D setting. In that case, a 3D sphere must be computed. However, the direct-link method can be applied to simplify 3D trajectories. We had no access to a 3D trajectory dataset to perform experiments to see if these methods can still be reliable. It would be interesting if these methods could be applied in a 3D setting and see if they can be optimized for higher dimensions.

8.3 Conclusion

This thesis shows an efficient way for clustering trajectories in real time systems. It shows how we can simplify and store trajectories in a database while they are being discovered. For this to be possible in real time, the trajectories are required to be passed through a simplification process. This makes it possible for us to keep as many trajectories in memory. More importantly, it makes the distance computation between trajectories a very efficient process that can be applied in a real world problem. Moreover, in order to group trajectories together, one needs a metric to compare trajectories. We defined a derivation of Fréchet polygonal chain distance and applied it to identify a new metric for comparing trajectories.

Real time systems are always limited in resources and therefore a clustering algorithm was used to both maintain clusters in memory and an external storage place such as a database. Clustering trajectories in surveillance systems can be crucial. Identifying trajectories that fit in the same category can help a system learn about the trajectory patterns. Surveillance systems can exploit these patterns to learn how objects commonly move through space. This can be crucial to detect the suspicious objects moving through space.

Throughout this work, we were faced with so many different challenges and limitations of
a real-time system. We overcame these challenges by designing very efficient algorithms to simplify and compute distances between trajectories. This is a practical solution and it can be deployed in a real-world surveillance system.
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