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We survey the state-of-the-art technologies in Wavelength Division Multiplexing (WDM)
network reconfiguration. Our focus is the strategies and triggering methods. We compare
the proposed technologies in the literature from different perspectives: traffic-changes
triggered vs. other events triggered, centrally-managed strategies vs. distributed strategies,
new lightpath demands known vs. future user traffic unknown, adaptive/reactive
approaches vs. proactive approaches, traffic prediction based vs. traffic uncertainty proof
approaches. We outline the entire landscape of the strategies and triggering methods of
WDM network reconfiguration from WDM network operators’ point of view. There are
gaps in research and in field trials, which must be addressed, so that the great potentials
of WDM network reconfiguration may be realized to add significant flexibility in network
operations.

Crown Copyright © 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

Network reconfiguration is an important mechanism
for network operators to optimize network performance
and traffic delivery. It adds great flexibility in network
operations. Reconfigurations are conducted in response to
changes of user traffic, network failures, or new deploy-
ment of network resources. Network reconfiguration and
traffic engineering have a common purpose, i.e., to facili-
tate efficient and reliable network operations while simul-
taneously optimizing network resource utilization and
traffic performance. However, these goals are achieved by
different means, i.e., in network reconfiguration by chang-
ing bandwidth capacity between node pairs, vs. in traffic
engineering by changing the way that traffic uses band-
width. Essentially, network reconfiguration can be consid-
ered as a mechanism of putting the network bandwidth
where the traffic requires it. Informally, network reconfig-
uration is also called “topology engineering” [1]. In
contrast, traffic engineering is to put the traffic where the
network bandwidth is available [1].

E-mail address: jing.wu@crc.gc.ca

1.1. How are WDM network reconfigurations accomplished?

Wavelength Division Multiplexing (WDM) network
reconfigurations are accomplished by establishing new
optical connections (i.e., lightpaths), removing or changing
existing lightpaths. A reconfiguration of a lightpath means
changing its originating or terminating node (or both), its
route over a fibre network, and its usage of optical domain
resources, e.g., wavelength switching fabric, switch input
and output ports, wavelength channels in fibres, and wave-
length converters.

WDM technologies provide a capability of dynamic
establishment, removal or alteration of lightpaths. An opti-
cal cross-connect (OXC) switches incoming lightpaths to
outgoing ports, whose switching configuration may be
dynamically re-arranged. In a more integrated form than
an OXC, a Reconfigurable Optical Add-Drop Multiplexer
(ROADM) provides lightpath-level add or drop, as well as
pass-through, with remote-controlled reconfiguration. In-
stead of permanent adding or dropping the same light-
paths, a ROADM can be remotely configured to add or
drop different lightpaths at different time. An OXC or a
ROADM may be equipped with wavelength converters that
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transform the wavelengths of lightpaths, resulting in more
freedom in using wavelength channels. Tunable transmit-
ters and receivers, as well as tunable transceivers and tran-
sponders, provide flexible access to wavelength channels.
Tunable regenerators provide a flexible extension of the
reach of lightpaths. Electronic variable optical attenuators
provide automated wavelength power balancing among
the wavelength channels carried by one fibre. In the con-
trol plane, the Generalized Multi-Protocol Label Switching
(GMPLS) control protocols enable dynamic lightpath setup
and removal, fast shared optical-layer mesh protection,
and restoration.

1.2. Goals and benefits of network reconfiguration

The goal of network reconfiguration is to accommodate
more traffic demands, as well as to optimize network oper-
ations such as cost minimization or utilization maximiza-
tion. The benefits of WDM network reconfiguration are
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Fig. 1. WDM network reconfiguration when the traffic is at the lightpath
level, (a) Lightpath demands; (b) When three lightpaths are set up in the
counterclockwise direction, two wavelength channels on each link are
occupied; (c) When three lightpaths are set up in the clockwise direction,
only one wavelength channel on each link is occupied.

illustrated by the following two examples, in which the
traffic may be at the lightpath level (Fig. 1), or at a sub-
lightpath level (Fig. 2).

1.3. Scope of this survey

A new comprehensive survey is warranted by tremen-
dous progress that has been made in WDM network de-
sign, planning, operations and management. The research
and development of optical networking over the past two
decades showed that some technologies are more success-
ful to be adopted by industry and have more impacts on
network evolution than others [2]. We are motivated to re-
view the existing WDM network reconfiguration technolo-
gies based on an updated vision on optical networking
technologies and trends.

Our focus is the network reconfiguration that considers
the penalty of reconfiguring existing lightpaths. This sur-
vey does not cover standard WDM Routing and Wave-
length Assignment (RWA) schemes, although standard
RWA schemes could be considered as a special case of
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Fig. 2. WDM network reconfiguration when the traffic is at a sub-
lightpath level, (a) User traffic bandwidth demands (user traffic uses
least-hop-number routing over lightpaths); (b) When three lightpaths are
set up in the counterclockwise direction, the maximum carried traffic of
the three lightpaths is 1.1 (i.e., an over-reservation); (c) When three
lightpaths are set up in the clockwise direction, the maximum carried
traffic of the three lightpaths is 0.9.
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WDM network reconfiguration, in which there is no exist-
ing lightpath and thus reconfigurations are freely con-
ducted. However, our survey covers a few exceptions
where RWA schemes are designed in such a way that min-
imal (or none) future reconfiguration is required.

A virtual topology is viewed from different angles in
WDM network reconfiguration and virtual topology de-
sign/reconfiguration. In WDM network reconfiguration, a
virtual topology is considered from a WDM network oper-
ator’s perspective; while in virtual topology design/recon-
figuration, a virtual topology is considered from the user
traffic’s perspective. A WDM network operator constructs
a virtual topology by using optical layer resources, and
then hands over the usage of the virtual topology to users
(illustrated in Fig. 3). For user traffic, a lightpath is treated
as a point-to-point link, i.e., a virtual link, although a light-
path may be established over a fibre network by travelling
through one or more fibres. The collection of virtual links
forms a virtual topology for user traffic [3] (Fig. 4). In some

WDM network
Optical layer
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(fibre networks)

Virtual
topology

Hand over
(virtual topology)
WDM network

operator Users

Fig. 3. A WDM network operator constructs a virtual topology by using
optical layer resources, and then hands over the usage of the virtual
topology to users.

literatures, the term “logical topology” was used for the
same meaning of virtual topology. Our survey is from a
WDM network operator’s perspective as opposed to from
user traffic’s perspective. When a virtual topology design
only considers a single given pattern of user traffic without
considering the constraints of lightpath reconfigurations
(e.g., [4,5]), it is out of the scope of our survey.

Primarily, we focus on reconfigurations of working
lightpaths that carry user traffic. The working lightpaths
may or may not be protected by backup lightpaths. If
reconfigurations are conducted solely on the backup light-
paths that do not carry user traffic at the time of reconfig-
urations, such reconfigurations are not considered in our
survey. Reconfigurations only on backup lightpaths may
be conducted without disruptions to working lightpaths,
e.g., [6-10]. However, our survey covers over-provisioning
of working lightpaths using spare capacity for the purpose
of reducing future reconfigurations [11], although the
over-provisioned capacity may not be used to carry user
traffic immediately and all the time.

WDM network reconfiguration resembles the reconfig-
uration of Virtual Paths (VPs) in Asynchronous Transfer
Mode (ATM) networks [12-17]. However, WDM network
reconfiguration is more influential due to wide-deploy-
ment of WDM networks, in-depth research and advanced
development of WDM reconfiguration technologies.
WDM network reconfiguration has a special difficulty
compared with VP reconfiguration in ATM networks, due
to the large and fixed bandwidth granularity of lightpaths
[18]. Lightpath reconfigurations take longer time than VP
reconfigurations.

A few survey papers discussed WDM network reconfig-
uration in a broad context. In survey paper [1], reconfigura-
tion was discussed as part of network traffic engineering
including network survivability, traffic grooming, impair-
ment-aware routing, virtual-topology engineering, and
coordination among multiple layers of network architec-
ture. In survey paper [18], the management and control is-
sues and corresponding approaches were discussed for the

Virtual links

A pair of optical fibres
(one for each direction)

Lightpaths

Fig. 4. The collection of virtual links forms a virtual topology for user traffic.
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configuration, fault, and performance management of IP
over dynamic WDM networks.

1.4. Three phases of WDM network reconfiguration

Given a network operating in topology T; which is opti-
mized for network state S; (defined by network resource
availability and input traffic pattern) and a changed net-
work state S, for which topology T is optimal, the reconfig-
uration problem is to find out when and how to change the
network topology with minimal disruptions and efforts.
The knowledge about network state S, may be limited or
unavailable, at the time of designing topology Ts.

WDM network reconfiguration consists of three phases
[19]: (1) making a reconfiguration policy decision whether
a reconfiguration should be conducted; (2) selecting a new
virtual topology based on a certain optimization objective;
and (3) migrating from the current topology to the new
topology. In Table 1, we list the problems that need to be
solved during the three phases of WDM network
reconfiguration.

In a simple manner, the three phases are conducted
sequentially and iteratively. The outcome of one phase is
to be used as an input to the next phase. If the decision
in the first phase is to reconfigure the topology, then the
second phase is conducted. After a new topology is de-
signed in the second phase, a topology migration is con-
ducted in the third phase.

In some variations, more complicated relations among
the three phases exist. For example, in the first phase, the
decision on reconfiguring a topology or not may depend
on whether a migration that satisfies certain criteria exists.
Another example is the design of a new topology in the
second phase that considers migration constraints.

1.5. Organization of this survey

The rest of this paper is organized as the following: in
Section 2, we will provide an overview the reconfiguration
strategies and triggering methods. In Sections 3-7, we sur-

Table 1

vey different reconfiguration strategies and triggering
methods based on a roadmap shown in Fig. 5. Specifically,
in Section 3, we will review one of traffic-change triggered
and centrally managed strategies, assuming that new light-
path demands are known. The other branch of traffic-
change triggered and centrally managed strategies will
be reviewed in Sections 4 and 5, where future user traffic
is unknown. We discuss adaptive approaches (in Section
4), and proactive approaches (in Section 5). In Section 6,
we survey the traffic-change triggered, distributed man-
aged strategies. In Section 7, we review other events trig-
gered reconfigurations. In Section 8, we provide our
opinions on the open issues for future research. Finally,
in Section 9, we will summarize the WDM network recon-
figuration strategies and triggering methods.

2. Triggering methods and strategies of reconfiguration

From a WDM network operator’s point of view, a recon-
figuration can be triggered by any of the following events
[20,21]:

. Traffic pattern change;

. Addition of network resources;

. Deletion of network resources due to a network failure;

. Deletion of network resources due to a planned net-
work maintenance.

AW N =

The four types of triggering events have different char-
acteristics and therefore different impacts on reconfigura-
tion. First, traffic pattern change is a continuous process.
Most WDM network reconfiguration methods assume such
change is monitored at fixed time intervals, which is easy
to implement in practice. Current centralized management
systems typically allow the traffic statistics to be collected
at fixed time intervals. For example, in the Simple Network
Management Protocol (SNMP), the typical monitoring time
interval is every 5 min. Second, the occurrence time of
addition or deletion of network resources due to a planned
network maintenance is known to the network operator.

Example problems that need to be solved during the three phases of WDM network reconfiguration.

Should the current topology be reconfigured?
e Should it be reconfigured when the traffic changes?
e How is a traffic change monitored and detected?
e Should it be reconfigured when there is a failure in the network?

e Should it be reconfigured when new network elements and capacity are added?

When should the topology be reconfigured?
e How much traffic change will trigger a topology reconfiguration?

e How much degradation of which network performance will trigger a topology reconfiguration?

What is the new topology?
e What is the design objective of the new topology?
e How many lightpaths are allowed to be reconfigured?

e What are the tradeoffs between increasing throughput and reducing disruptions?
e Does the new topology consider the optical layer constraints in setting up lightpaths?

How does the current topology be reconfigured to the new topology?

o Is the reconfiguration accomplished in a centralized or distributed manner?

e What is the sequence of lightpath establishments and removals?
How should the user traffic adapt to the new topology?
e What is the sequence of user traffic flow rerouting?

e How is the user traffic handled during the virtual topology transition?

e How is the lost user traffic recovered?

e How is a routing loop possibly formed during virtual topology transition removed?
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| Reconfiguration strategies and triggering methods |

|Traffic-changes triggered | | Other events triggered (Section 7) |

Centrally managed strategies

| Distributed strategies (Section 6)

| New lightpath demands known (Section 3) |

Future user traffic unknown

| Adaptive / reactive approaches (Section 4) |

| Proactive approaches (Section 5)|

Prediction based

| Traffic uncertainty proof

Universal virtual topology|

Over-provisioning| | Pre-provisioning partial lightpaths

Fig. 5. A roadmap of reconfiguration strategies and triggering methods.

The corresponding reconfiguration may be scheduled in
advance. Third, in theory, a network failure could trigger
a reconfiguration immediately, i.e., failure restoration
could be integrated into a reconfiguration, which is used
in a few reconfiguration methods [22-27]. Most reconfigu-
ration methods are triggered after the completion of pro-
tection and restoration due to protection’s strict time
requirement, which can hardly be met by reconfigurations.
Reconfigurations are more valuable in providing protection
against subsequent failures [9,28], and in bringing the net-
work operation back to a more optimized topology.

Note that in this paper, when a reconfiguration is trig-
gered, we mean a decision making process is triggered.
The results of the decision could be keeping the current
topology unchanged. In some literatures, when a reconfig-
uration is triggered, they mean a topology that is different
from the current one has been chosen.

Although fundamentally all the reconfiguration trigger-
ing events cause a mismatch of the optimal resource alloca-
tion and a traffic pattern, the extent of such a mismatch is
very much different. Addition or deletion of network re-
sources causes a greater mismatch than traffic changes.
Thus, reconfigurations use different strategies when it is
triggered by different types of events.

In [29], simulation results showed that reconfiguration
triggering methods were highly important, and even the
best reconfiguration algorithm did not perform well if it
is not triggered properly.

For traffic pattern changes, in [29], three triggering
methods were compared: periodic time-triggered, and
event-triggered either by a blocking of a new user traffic re-
quest or a departure of existing user traffic. It concluded

that periodic triggering is more effective among the three
methods. A detailed comparison between the three meth-
ods provided more insights. The departure events triggered
reconfigurations too frequently that most of the time
reconfigurations were not feasible. The blocking events
triggered reconfigurations too seldom that reconfigurations
were always feasible. Time-triggered reconfigurations had
a moderate success ratio. Deferring reconfigurations until
a user traffic is blocked increased blocking and decreased
lightpath capacity utilization. Departure event-triggered
method achieved good lightpath capacity utilization at a
cost of a lower average optimal routing ratio, higher disrup-
tion (measured by the number and total volume of rerouted
user traffic) per reconfiguration action.

Vast majority of existing reconfiguration methods use
centrally managed triggering methods, in which reconfigu-
ration decisions and optimization are made by a central
entity (such as a network operator) based on the state of
the entire network. This implies a centralized management
system is used to collect such information in a realtime
manner, i.e., the current traffic statistics and resource sta-
tus of the entire network are known to the centralized
management system with a negligible time delay. The
reconfiguration function may be implemented in a Path
Computation Element (PCE) as part of the centralized man-
agement system (e.g., proposed in [30]).

The traffic pattern of the entire network is usually given
in the form of traffic volume between each node pair,
which could be represented by a traffic matrix. For any gi-
ven node pair, if its traffic volumes for both directions are
identical, the traffic matrix is symmetric. Reconfiguration
generally handles asymmetric traffic.
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3. First strategy: new traffic is assumed known

In the first strategy, new lightpath demands are pre-
sumably known. For short, we call it the “known-demand
strategy”. This strategy is used in two scenarios. In the
first scenario, a WDM network operator receives lightpath
demands from service providers that carry user traffic
such as IP traffic. The service providers perform IP-layer
routing of user traffic over the virtual topology. The ser-
vice providers and the WDM network operator may be-
long to different business units of the same multi-
service provider. Alternatively, the service providers may
be customers of the WDM network; while the WDM net-
work offers an optical virtual private network service or a
leased lightpath service. The WDM network operator col-
lects lightpath demands and performs reconfigurations at
regular time intervals [31-40], or when a certain number
of new lightpath demands are accumulated. Lightpath de-
mands may be allowed to slide within their time win-
dows, but reconfiguration for scheduled lightpaths is not
studied so far in the literature. In [41], it argued that
changing the starting time of lightpaths during the recon-
figuration is not desirable, as it may need re-negotiating
with lightpath users. However, with no or little re-negoti-
ation (i.e., a simple notification) with lightpath users, per-
formance may be improved by taking advantage of
starting time flexibility of forthcoming lightpaths. In
[21], traffic models for reconfiguration were classified into
three categories: spatial, temporal, and spatial-temporal
distributions.

In the second scenario of the known-demand strategy, a
WDM network operator provides on-demand lightpath
service in realtime, and occasionally reconfigures the
WDM network. Lightpaths are dynamically provisioned.
The provisioning must be completed within a short time.
It is conducted only based on the network status at the
time of arrival of individual lightpath demands. No recon-
figuration of existing lightpaths is allowed. So after a cer-
tain number of such dynamic provisioning, the usage of
network resources deviates from the optimal. As a result,
the performance of dynamic provisioning degrades, i.e.,
new lightpath demands are blocked due to a poor usage
of network resources by existing lightpaths. Then reconfig-
uration is conducted to bring the network status close to
the optimal. In [42,43], reconfiguration was conducted
periodically for only backup lightpaths or both working
and backup lightpaths. In [44], reconfiguration was per-
formed based on projected future lightpath demands.
Although it did not assume future lightpath demands are
exactly known, it provided a better prepared network re-
source availability if future lightpath demands follow a
similar pattern, so that average blocking was reduced. In
[45], reconfiguration was conducted after a certain number
of users joining or leaving a multicast session.

It is impractical to know the exact volumes of individual
user traffic flows in advance, due to the potential huge
number of user traffic flows, their individual dynamics,
interactions and aggregated behaviours. So in the known-
demand strategy, only aggregated user traffic is assumed
known, in the form of either new lightpath demands or

average bandwidth demands. The aggregated traffic is sig-
nificantly impacted by the user traffic routing over virtual
topology, which is simplified or neglected by the known-
demand strategy. In [46,31,32], average bandwidth
requirements of user traffic were given for each node pair.
In the IP-layer, shortest path routing was used and there
was no load balancing. In [47], user traffic (i.e., ATM flows)
was known in advance. In [48], user IP traffic between all
node pairs was known in advance. In [33,34], lightpath de-
mands were given between each node pair. In [49], user
traffic between all node pairs was known, and a limited
number of candidate shortest paths between each node
pair were used to route traffic over a virtual topology. It
pointed out that such simplified traffic routing tended
not to significantly reduce throughput. In single-hop
WDM networks, the user traffic between a node pair may
be directly mapped to the lightpath demands between
the same node pair, e.g., in [50].

It is natural to separate the operations of the optical
layer and the user traffic layer (predominantly the IP-layer)
and at the same time to allow their interactions. Service
providers that carry user traffic conduct frequent user traf-
fic balancing, and occasionally request new lightpaths or
change existing lightpaths for long-term optimization. In
[51], simulation results showed that WDM network recon-
figurations improved network resource utilization only
when traffic fluctuations exceeded a certain threshold. Be-
low such a threshold, it was efficient to deal with traffic
changes only using traffic balancing at the IP/MPLS layer
without WDM network reconfiguration. However, such a
threshold value was obtained by simulations for a small
10-node network. Unfortunately, the thresholds for other
practical networks are unknown. No guideline was
provided.

Essentially, a service provider proposes a virtual topol-
ogy to a WDM network operator, when it requests light-
paths. The WDM network operator uses the lightpath
demands as an input, and decides which lightpaths should
be accepted based on its objective and resources. Then, a
virtual topology will be implemented for the service pro-
vider, which generally is a subset of the originally pro-
posed virtual topology. Since the WDM network operator
normally keeps the lightpath rejection rate relatively low
(e.g., below 10%), the implemented virtual topology
matches the proposed one very well, although not per-
fectly. The service provider may propose a modified virtual
topology in the next round. This process iterates to meet
the service provider’s changing requirements. The interac-
tions between service providers and WDM network recon-
figuration are shown in Fig. 6.

The known-demand strategy fits the operation of a
WDM network for multiple service providers and different
services. A WDM network may (and preferably) be oper-
ated independently of the data format and protocols of
user traffic. With the known-demand strategy, some light-
paths may be used for IP-based user traffic, some for non-
IP based user traffic (i.e., cable TV signals, connections of
time division multiplexing, certain non-IP based storage
area networks, and leased lightpaths). The service provid-
ers could be competitors. Reconfiguration may consider
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Fig. 6. Interactions between service providers and WDM network
reconfiguration.

the lightpath demands from different providers together to
achieve better usage of overall resources.

In the known-demand strategy, the reconfiguration
time interval is in the order of at least hours, and in most
cases days or weeks. The rationale is that in dynamic
WDM network operation, although some lightpaths are
not provisioned optimally, no performance degradation is
observed, because the poorly provisioned lightpaths may
depart before the resources that they used are absolutely
required for new lightpath demands.

4. Second strategy: an adaptive strategy for unknown
new traffic

In the second strategy, adaptive approaches are used to
react to traffic changes. For short, we call it the “adaptive
strategy”. Network operator measures certain performance
metrics of network operation, e.g., a lightpath’s average
bandwidth usage. The adaptive strategy primarily aims at
optimizing the operation of IP-over-WDM networks. The
adaptive strategy can be modeled by a feedback control
loop, shown in Fig. 7. WDM network reconfiguration works

as a controller unit in a feedback control. Reconfiguration
adjusts a virtual topology based on performance degrada-
tions, assuming no a priori knowledge about traffic
changes.

4.1. Performance metrics, triggering mechanism,
reconfiguration actions, and frequency of performance
comparison

Different performance metrics, triggering mechanism,
reconfiguration actions, and frequency of performance
comparison were proposed for the adaptive strategy. We
summarize the applications of the adaptive strategy in
reconfigurations of WDM wide area networks in Table 2.
Most of the proposed performance metrics are from the
user traffic perspective, e.g., carried user traffic on each
lightpath in [52], average lightpath hop number of user
traffic in [53], success or failure of accommodating an arri-
val user traffic flow in [54]. An exception is using a light-
path blocking to trigger a reconfiguration proposed in
[55]. Performance comparisons were proposed to be con-
ducted at regular time intervals, or at the occurrence of
certain events such as blocking.

In [76-78], adaptive reconfiguration methods were
compared for two types of triggering mechanisms: a po-
tential blocking of a new lightpath request if no reconfigu-
ration is conducted, or a fixed time interval for preventive
reconfiguration. With full wavelength conversion, the first
mechanism greatly outperformed the second one. Without
wavelength conversion, the first mechanism was still effi-
cient. Path adjusting only improved the performance of
wavelength retuning slightly. The second mechanism im-
proved the blocking performance, but was not as notable
as wavelength retuning. A combined use of both mecha-
nisms was very promising in the case of no wavelength
conversion, but did not improve performance in the case
of full wavelength conversion.

Reconfigurations in WDM local area or access networks
are triggered at a time scale comparable to the queuing
time of IP packets in a router (e.g. in a time scale of milli-
seconds), several orders of magnitude more frequently
than in WDM wide area networks. Applications of the
adaptive strategy in reconfigurations of WDM local area
and access networks are summarized in Table 3.

4.2. Scalability, stability, and interactions with upper layers

4.2.1. Scalability

The adaptive strategy is generally scalable to the size of
network and the number of traffic demands. Although the
adaptive strategy that is discussed in this section still uses

Performance Virtual
T t degradation topology
arge WDM network Network Measured
performance Compare . L .
setting reconfiguration 1| operation performance

Measured
performance

Fig. 7. A feedback control loop model for the adaptive strategy.
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Performance metrics

Triggering mechanism

Reconfiguration actions

Frequency of performance
comparison

References

Carried user traffic on each
lightpath, either averaged
over an observation period,
or sampled at the end of an
observation period. Moving
windows were used to
smooth measured traffic in
[52]. Moving average was
applied to the measured
traffic value in [56]

Low and high thresholds on the
carried user traffic are set for
each lightpath. A
reconfiguration is triggered
when measured user traffic
load is above the high
threshold, or is below the low
threshold. In [57], the normal
bandwidth level of a given
lightpath was defined as its
daily maximum measured
traffic load averaged over one
week period. If the lightpath
bandwidth utilization exceeds
140% of its normal bandwidth
level for three consecutive
measurements, it was assumed
an [P-layer traffic surge
occurred. If the lightpath
bandwidth utilization falls
below its normal bandwidth
level, or if it stays between its
normal bandwidth level and
the 40% threshold level for six
consecutive measurements, it
was assumed an IP-layer traffic
surge finishes

Unconditional

A regression-based technique is
used to select appropriate
values for the reconfiguration
triggering parameters, e.g., the
low and high thresholds used in
[52]

Add one lightpath if measured
user traffic is above the high
threshold; delete one lightpath
if measured user traffic is below
the low threshold, unless the
deletion may result in a
disconnected network. In [57],
to handle the extra traffic
during an IP-layer traffic surge,
an additional lightpath
between the router pair is
dynamically established, which
is removed after the IP-layer
traffic surge finishes

Lightpaths to be added or
deleted are the output of an
optimization algorithm.
Existing lightpaths are allowed
to be rerouted

Lightpaths are assigned
priorities based on the IP flows
that are carried over them.
Then, the priorities are
compared for the lightpaths to
be deleted and to be set up.
Deletion of a lightpath is
carried out only if the lightpath
has a low priority

Four types of actions are used
to react to traffic changes:
lightpath addition, lightpath
deletion, splitting a lightpath
into multiple segments, and
swapping of wavelengths of
existing lightpaths

Iteratively remove the least
utilized lightpath to preserve
resources for future lightpaths,
while lightpaths are
dynamically established

Unspecified

Periodically, an observation
period is set to hundreds of
seconds

Periodically, every 5 min
Periodically, every 2 s, traffic
loads are measured at the
ingress nodes of packets and
lightpaths, and the utilized
bandwidth information is
advertised by OSPF
Periodically, an observation
period is set to 15 min

Unspecified

Unspecified

Unspecified

[52]

[57]
[56]

(58]

[59,60]

[61]

[62,63]

[64]

(continued on next page)
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Performance metrics Triggering mechanism Reconfiguration actions Frequency of performance References
comparison
Average lightpath hop number ~ When the average weighted The proposed heuristic When a new user traffic flow [53]
of user traffic lightpath hop count is deviated algorithms generate action arrives, or an existing user
from the near optimal point by  plans traffic flow departs
a specified margin (e.g., 10%)
When the average lightpath [65]
hop number of user traffic
exceeds 1.5, which indicates
that most user traffic does not
use direct lightpaths
Capacity on any alternative Only when there is no capacity Unspecified [18]
route between a given pair on any alternative route
of routers between a given pair of routers.
In a graph representing spare
network capacity, this is
formulated as a disconnection
of source and destination nodes
The gain of “network Network efficiency exceeds a Four-phase re-routing scheme Unspecified [66]
efficiency” (measured by the threshold
additional fraction or
multiple of the traffic
demand matrix that can be
accommodated by the
network, assuming the user
traffic scales up
proportionally to the current
load)
Success or failure of When the normal routing fails  Reroute one existing lightpath ~ Each time a user traffic flow [54]
accommodating an arrival to accommodate the user traffic arrives
user traffic flow flow over existing lightpaths
Reroute one existing lightpath [41]
based on a local search from a
given topology
Success or failure of When the normal routing of the  Only change wavelength but Each time a lightpath request [55,67,68]
accommodating an arrival arrival lightpath fails keep the same route. Edge arrives
lightpath disjoint lightpaths are
reconfigured in parallel
Change the route and [69]
wavelength of existing
lightpaths
Maximum carried user traffic The target performance setting Only one small local change Regular intervals. Simulation [70-72]
on each lightpath is dynamic, and is set to the (i.e., 2 or 3-branch exchange) is results were obtained where
best achievable one by applying allowed in each action. The traffic matrix evolved from one
the specific actions to the destination nodes of the independent traffic matrix to
current topology, i.e., the selected 2 or 3 links are another in 10 or 20 s, and
triggering condition is whether exchanged reconfigurations were
a 2 or 3-branch exchange conducted every 1-10 s
reduces the maximum carried
user traffic on each lightpath
The gain of the reduction in a Only when a reconfiguration New lightpaths in ring Periodically [73,74]
lightpath load due to the improves the result of cost- networks are established by
establishment of a direct benefit analysis using two operations: splitting
lightpath between a node and merging of existing
pair compared to the lightpaths
increase in the load on
lightpaths as a result of
traffic rerouting
Average IP packet loss rate at The average packet loss rate of A lightpath is added Unspecified. The computation [75]

each link

the entire network exceeds a
threshold

time for a 40-node network is
95 s. Thus, reconfigurations
should be less frequent than
one in a few minutes

centralized management system, the information that the
centralized management system handles is linear to the
size of a network and the number of traffic demands. For
example, when the carried user traffic on each lightpath

is used as a performance metrics in [52], the control infor-
mation grows linearly with the number of lightpaths. The
reason of requiring the centralized management system
is that the decision of adding or removing which lightpath
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Table 3
Applications of the adaptive strategy in reconfigurations of WDM local area or access networks.
Performance metrics Triggering mechanism Reconfiguration actions  Frequency of performance References
comparison
Average expected The triggering condition is whether there Reconfiguration plans Periodically at the end of each  [79,80]

aggregate queue length

of IP packets expected aggregate queue length of IP

packets in the whole network

Queue length in access
routers in an IP-over-

WDM access network

an access router, until the queue in the
access router is empty

A derived performance
metrics for quantifying
resource usage for QoS
constraint applications

The expected reward-cost function for a
reconfiguration is maximized, and the QoS
requirements are guaranteed

exists a better topology that reduces average

A lightpath connects the gateway router to

are the output of the transmission frame

proposed algorithms

Reconfigure the
lightpath to connect the
gateway router to
another access router
Reconfiguration plans
are the output of the
proposed algorithms

Reconfiguration on short time [81]
scales that are comparable to

the queuing time of IP packets

in a router

Every 1 ms [82]

needs global information and the actions need global coor-
dination. The distributed strategy will be discussed shortly
in Section 6 of this survey. The centralized management
system is stressed by taking performance measurements
and receiving this information in every a few seconds as
proposed in [56] or tens of seconds as used in [70]. Consid-
ering individual IP flows carried over a lightpath (e.g., pro-
posed in [59,60]) does not scale due to the large number of
potential IP flows. Compared to reconfigurations of label
switched paths of MPLS [83], reconfigurations of lightpaths
have advantage of scalability, thank to the reduced number
of connections that need to be coordinated, however at a
cost of bigger disruptions.

4.2.2. Stability

When reconfigurations are triggered by a certain per-
formance metrics, it is important to avoid unnecessary
reconfigurations caused by temporary network state fluc-
tuations. A common method is taking the performance
metrics as an average during a period of time, so that tem-
porary fluctuations within the measuring period do not
easily trigger reconfigurations. Other techniques to smooth
the performance metrics include using moving windows as
in [52], or moving average as in [56]. In [84], a technique
was used over a time window long enough to estimate
steady state traffic conditions. An exponentially weighted
mean was used to alleviate transient effects of the mea-
sured performance metrics. A trade-off exists between
avoiding unnecessary reconfigurations and being sensitive
to network state changes. Note that WDM network recon-
figurations interact with other network adjustment mech-
anisms such as TCP congestion and flow control. If the
adaptive strategy does not react to network state changes
with a reasonable sensitivity, other network adjustment
mechanisms may dominate the overall network reactions,
or user behaviours may be tuned to a different usage pattern.

In the adaptive strategy, reconfigurations are performed
at regular time intervals in the order of minutes. The ratio-
nale is that frequent but smooth small reconfigurations
may react quickly to traffic fluctuations and release con-
gestions faster than major reconfigurations in every sev-
eral hours. In [85], an evaluation was conducted in every
5min to determine a single lightpath that needs to be
added or deleted. In [43], frequent and infrequent reconfig-
urations were compared. Shared path protection was used

in its online lightpath provisioning. Optimal resource usage
was obtained by an offline optimization. As expected, fre-
quent reconfigurations brought the network operation
state close to optimal, which resulted in less blocking.
However, this benefit was achieved at the cost of more
number of reconfigurations in total than using infrequent
reconfigurations, because a lightpath that used its re-
sources in a sub-optimal way may finish before its occu-
pied resources were needed for other lightpaths.

An implicit assumption in the adaptive strategy is that
the time for reconfiguration is much shorter than the
observation period. In [52], the length of observation peri-
od was about 100-800 s. In [58], the time interval to mon-
itor user traffic load on lightpaths was suggested to be
15 min. Therefore, the total time for computing a new vir-
tual topology and migrating to a new virtual topology
should be within no more than a fraction of the observa-
tion period (e.g., 20%). This explains the reason that most
adaptive reconfiguration methods (e.g., [52,58,56]) only
take simple actions such as adding or deleting one light-
path at a time.

Adaptive reconfiguration methods face a challenge of
promptly reacting to user traffic fluctuations. In addition
to the time of computing a new virtual topology, reconfig-
uration actions need time to complete, which normally
need coordination by signalling mechanisms or a central-
ized management system. The reconfiguration time be-
comes a major barrier when slow tuning photonic devices
are involved. Even if the computation and reconfiguration
action time in the optical domain is negligible, the IP layer
routing convergence and/or MPLS tunnel setup may take a
relative long time compared to user traffic dynamics.
Therefore, user traffic may not be shifted as quickly as
desired.

4.2.3. Interactions with upper layers

In [86], TCP transmission experiments were performed
over a reconfigurable optical access network. The results
showed that without proper modifications to TCP, network
reconfiguration degraded the TCP throughput due to false
detection of congestion by TCP congestion control and
avoidance mechanisms. However, reconfigurations at
WDM core networks impact on large number of TCP flows
that involve different end systems. Modifications to vari-
ous TCP implementations are impractical.
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In [87], interactions of overlay routing (i.e., the applica-
tion-layer routing on top of the IP layer shown in Fig. 8) and
reconfiguration were studied. The simulation results
showed that such interactions led to a high variance in
the traffic demand. Selfish behaviours are generally ob-
served in the overlay routing. Overlay routing highly de-
graded the performance of reconfiguration, and led to
instability of reconfiguration. However, the study used
the minimum delay logical topology design algorithm [5]
and its extension [88] for reconfigurations, which did not
consider reconfiguration constraints. Simply designing a
virtual topology for each traffic matrix leads to a poor per-
formance, which deteriorates even worse in the interaction
with overlaying routing. By the time that the reconfigura-
tions add bandwidth in congested links, the overlay routing
may already move away from the congested links and pos-
sibly move to the supposedly less congested links, where
the bandwidth could have just been reduced. In [87], using
the hysteresis concept, several reconfiguration algorithms
were proposed. It showed that a combination of hysteresis
and filtering with fine-tuned parameters stabilized the
reconfigurations, even when reconfiguration constraints
were ignored in the topology design algorithms.

For the methods that react to individual lightpath load
changes, the correlation of lightpath load is an issue. In
grooming networks, traffic demands usually traverse mul-
tiple lightpaths. In [89], the effectiveness of multi-layer
traffic engineering was examined for correlated traffic.

4.3. Performance evaluations

Performance evaluations of the adaptive strategy are
very difficult, due to its complicated interactions with
upper layers and signalling mechanisms for lightpath set-
up. The properties of different topologies and traffic mod-
els also contribute to the difficulty. To obtain realistic
results, studies need to be conducted on practical scale
networks, making simulation the commonly used method.
Various assumptions were made in the simulations, mainly
related to input traffic model, traffic shaping in response to
reconfigurations, and lightpath setup time (summarized in
Table 4).

Only a few literatures reported very limited results on
the IP traffic dynamics during reconfiguration. In [90], an
experiment was conducted on a simple 4-node network,

Overlay routing in
application-layer overlay
networks

Overlay traffic
IP traffic from
overlay traffic

demand Available
capacity on
IP links
IP traffic from Underlay routing
non-overlay N
traffic demand OSPF) in IP networks
Aggregated
Virtual IP traffic on
lightpaths

topology
Reconfigurations in
optical networks

Fig. 8. Interaction of application-layer overlay routing and
reconfiguration.

Table 4
Major assumptions used in the performance evaluations of the adaptive
strategy.

Input traffic model Traffic shaping Lightpath References
in response to setup time
reconfigurations

Sampled from real Not considered Not [52,65]

networks over considered
24-h period. In

[52], traffic

between two

sampling points is

created using a

linear

interpolation

Measured traffic Not considered  Not [57]

considered

Scale up measured Not considered  Not [58]

traffic by 10 times considered

Randomly generated Not considered Not [41,53-

or hypothetical considered 55,59-
traffic changes 64,67-
74,93]

Randomly generated Not considered  Fixed [75]

or hypothetical lightpath
traffic changes setup time
of 100 ms

where nodes are 5-10 km apart to each other. Experimen-
tal results showed that the overall time for a routing proto-
col (OSPF) to converge was 19.37 s, where the major time
was used to establish the adjacent relations. In [91], exper-
iments on a network with regular topology showed that as
nodes increase from 8 to 16, OSPF convergence time line-
arly grew from approximately 4 to 8 s, while reconfigura-
tion action time linearly grew from approximately 20 to
125s. In [18], experiments on a testbed network with 4
nodes connected by fibres in a ring topology showed that
the convergence time of reconfiguration (including the
new topology setup and IP routing OSPF convergence)
was between 10-20 s.

In [92], experimental results showed the traffic dynam-
ics and the benefits of lightpath-on-demand and reconfig-
uration for three data-intensive distributed applications. In
a distributed computing application, computing facilities
were located in three clusters, while the data center was
located in one cluster. Experiment results showed the traf-
fic over the links between clusters varies during the lifecy-
cle of the application. The traffic peaks occurred during the
start and end phase, when many computing facilities
fetched data simultaneously. There was very little traffic
at other time. Such a traffic pattern poses a big challenge
for the adaptive reconfiguration strategy. In an ultra-high
resolution distributed video processing application, an
adaptive reconfiguration strategy was feasible due to the
constant traffic load. Another application had a property
of irregular all-to-all traffic pattern, being a mix of constant
and burst traffic.

5. Third strategy: proactively a topology

The third strategy is to proactively design a virtual
topology for future changes of traffic. For short, we call it
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the “proactive strategy”. In the first branch of the proactive
strategy, future traffic is predicted based on the trend of
traffic changes and the statistics of past traffic dynamics.
The second branch of the proactive strategy aims at
designing virtual topologies insensitive to traffic changes,
i.e,, traffic uncertainty proof.

5.1. Traffic prediction-based proactive reconfiguration

5.1.1. Feed-forward control model

With prediction-based proactive reconfiguration, vir-
tual topologies are designed and deployed, in hope of the
new virtual topologies taking effect just in time for the
occurrence of the predicted traffic patterns. The reconfigu-
ration strategy based on traffic prediction may be modeled
as a feed-forward control, where traffic changes are treated
as disturbance, shown in Fig. 9. In [94,95], an online multi-
stage reconfiguration method incorporated a user traffic
prediction function. Based on the predicated future traffic
for a fixed time period known as the prediction horizon,

Traffic changes

IR !

topology
WDM Network | N{ Network Measured
Reconfiguration [ 1| operation :I|> performance

Fig. 9. A feed-forward control model for the reconfiguration strategy
based on traffic prediction.

the reconfiguration rewards and costs were evaluated for
all possible combinations of decisions.

In [30], predicted traffic was used to trigger gradual
reconfigurations, which consisted of small reconfiguration
steps by limiting the number of lightpaths that could be
reconfigured in each step. Its reconfiguration heuristic
algorithm is shown in Fig. 10. It pointed out that sudden
traffic changes were unpredictable and could greatly in-
crease prediction errors if they are not identified. Sudden
traffic changes may be caused by many reasons, i.e., route
changes in the IP layer. Then, it used a method to identify
sudden traffic changes, and applied the traffic prediction
only when there was no sudden traffic change. In a simu-
lation environment, its reconfiguration performed well
with the traffic prediction calibrated for steady traffic. Its
performance did not deteriorate when traffic suddenly
changes.

The robustness of prediction-based reconfiguration
highly depends on the accuracy of the predicated traffic.
As the prediction horizon increases, the accuracy tends to
decrease. The prediction horizon is defined as the time
from the moment that a prediction is made to the moment
that the predicted traffic is expected to appear.

5.1.2. An extended state observer based control model

In [105,106], an extended state observer was used to in-
crease the robustness of reconfigurations. The extended
state observer provided an enhanced prediction-based
control. A feedback loop control was added a special con-
troller based on attractor selection, shown in Fig. 11. Its

Predict traffic between all nodes pairs. 7;

i,j is the predicted traffic

between nodes j and j . X,.J. is the traffic on lightpath L,',-

I

| Set the maximum number of lightpaths to be added or deleted |

Reach the maximum number

lightpath Ll., J to reroute traffic on Li’j .Nodes " and j

Choose the most congested remaining lightpath L,. It Set up a new

'

such that among all IP-layer paths through Li i traffic T, i is the biggest

are selected

Fig. 10. The reconfiguration heuristic algorithm used in [30].
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Virtual
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Target -
traffic load ACtIVIty
Measured
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Fig. 11. Control architecture of the reconfiguration based on attractor selection.

fundamental idea was inspired by biological systems that
are robust to environmental changes. Its behaviour is illus-
trated in Fig. 12. An attractor is an equilibrium point in the
solution space when the network state is close to control
target. When the network state was far away from the con-
trol target, random noise caused a new attractor being
selected.

5.2. Virtual topology insensitive to traffic changes

Aiming at designing virtual topologies insensitive to
traffic changes, the second branch of the proactive recon-
figuration strategy can be classified in two flavours: uni-
versal virtual topology, and over-provisioning.

5.2.1. Universal virtual topology

A universal virtual topology aims at using the same vir-
tual topology for many traffic patterns. Such a “one-fits-
all” approach deals with traffic fluctuations using one sin-
gle virtual topology. If the sequence of future traffic
changes is known in advance, then in theory one single vir-
tual topology could be designed to optimize a certain
objective over long time as opposed to at each point of
time. In practice, even though future traffic changes are
unknown, a virtual topology could be used regardless of
traffic pattern at a cost of sub-optimal network operation
at most time. In this way, the need for reconfiguration as
traffic changes is removed.

Reconfiguration can be reduced or even avoided,
assuming all traffic patterns are known and taking advan-

A network state -
change caused
by external >
factors such as eote"""
o® R

traffic changes - W:Ir:(dom
and network
failures

Network state ‘\

(i.e., traffic load Virtual

on lightpaths)

topology Attractors

Fig. 12. Behaviour of the reconfiguration based on attractor selection.

tage of the sharing of bandwidth between flows with
increasing and decreasing bandwidth requirements. How-
ever, the effectiveness of this single virtual topology ap-
proach significantly depends on the allowed traffic
patterns and other network properties such as topology.
In [96], one single virtual topology was designed using a
heuristic algorithm to optimize a complex objective. It
did not allow lightpaths and IP layer flows to be reconfig-
ured. Simulation results showed that only minor extra re-
sources were required compared to using a perfect
matching virtual topology for each traffic pattern, when
most traffic was either between nodes within the same re-
gion or between nodes in different regions. Significant re-
source savings were achieved compared to a single
virtual topology that was designed for the worst-case
based on the capacities of all ingress-egress pairs. When
one single virtual topology was used for the worst case, a
maximum traffic pattern could be derived by setting each
element of the traffic pattern to the maximum value over
all traffic patterns, resulting in a very pessimistic
performance.

IP-layer traffic adaptation may be added to the previous
single virtual topology approach, so that unexpected traffic
can be handled. This approach is motivated by the fact that
IP-layer rerouting is easier, quicker and less disruptive
than reconfiguration. In [97], one single virtual topology
was designed, which did not necessarily provide sufficient
bandwidth to support all traffic patterns. Instead, the
objective was to maximize the acceptance probability of
the expected traffic demands by using the cumulative dis-
tribution function over all traffic patterns. When band-
width was insufficient on the direct lightpath between a
given node-pair, IP-layer rerouting over existing lightpaths
was used for the excess (a small amount) traffic. In [98],
one single virtual topology was used to handle traffic fluc-
tuations, assuming no lightpath is allowed to be reconfig-
ured. It compared two policies, one with and the other
without IP-layer flow reconfigurations. Different than the
approach in [97] that only reroutes at the IP layer for
new traffic flows, rerouting of existing IP-layer tunnels
were used in [98].

One virtual topology may be used for a set of traffic pat-
terns as opposed to one single traffic pattern, to avoid
reconfiguration if the traffic changes within the set. If the
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| Measure traffic, and round to the closest traffic pattern |

l Current traffic pattern

| Update the knowledge about the sequence of traffic patterns |

| Re-predict a pre-planned reconfiguration policy |

i Future reconfiguration policy

Decide reconfigurations based on a pre-planned reconfiguration policy

Fig. 13. Pre-planned reconfiguration for clusters of traffic patterns with
updates on the reconfiguration policy.

Observed sequence of traffic patterns so far :
t1s t2! t3! t4l t5

Planned VTR policy for the above observed sequence of traffic patterns :
VT1 for {t1, tz}, VTz for (t3), VT3 for {t4, ts}

New observed extended sequence of traffic patterns :

ty b ts b ts, t o, ot

Reconfiguration actions based on the planned reconfiguration policy:

t, to, t3, t4, t5 t,

Change virtual topology
from VT3 to VT4

to, ts, ]

No change of virtual
topology, because VT is
planned for {t;, t5}

Change virtual topology

from VT4 to VT,

Reconfiguration is withheld
and waits for an updated
reconfiguration policy

Fig. 14. Behaviours of using pre-planned reconfiguration for clusters of
traffic patterns with updates on the reconfiguration policy.
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complete sequence of traffic pattern is known in advance,
reconfiguration could be optimized for the entire time
horizon, instead of just for one point of time. In [107], with
a goal of optimizing the reconfiguration performance gain
over time, traffic patterns were divided into clusters, so
that no reconfiguration was required within a cluster of
traffic patterns. Realizing the difficulty of knowing the
complete sequence of traffic pattern in advance, a traffic
prediction method was used and the clusters were incre-
mentally built up based on a learning process about the
past traffic transition probability (shown in Fig. 13). The
reconfiguration policy was updated with a goal of optimiz-
ing the probabilistic gain of using virtual topologies for
traffic pattern clusters. The gain was computed as the sav-
ing on reconfiguration cost (i.e., return, which was saved
by not changing virtual topology when the consecutive
traffic patterns stay in the same cluster) minus the inferior
resource utilization (i.e., investment, which was caused by
not using the best virtual topology for each traffic pattern).
Essentially, future traffic and reconfiguration policy were
updated to increase the success probability of prediction.
The behaviours of using pre-planned reconfiguration for
clusters of traffic patterns with updates on the reconfigura-
tion policy were illustrated in an example shown in Fig. 14.
Distinct traffic patterns were defined from measured traffic
matrices that are usually continuous. There is a trade-off
between the complexity and the accuracy of the algorithm
that determines the reconfiguration policy. The complexity
of the algorithm in [107] was proportional to the cubic of
the number of the total distinct traffic patterns. A total
number of 60 distinct traffic patterns were used in its per-
formance evaluation, which is a coarse representation of
all possible measured traffic. For NSFNET, there were up
to 14 x 13 =182 traffic flows. If each traffic flow has only
two states (low and high), 282 =6.1 x 10>* total traffic
patterns were required to distinguish all combinations; if
each traffic flow has three states (low, normal, and high),
3182 =69 x 10% total traffic patterns were required. So
using discrete traffic patterns to represent traffic load is a
big challenge for scalability.

Instants at which traffic pattern changes, and then a VTR decision is made

Time

(R
>

_ T, Ds is the number of receiver
Traffic pattern T T, & retunings required to change
Virtual topology R, R, 02 virtual topology R; to R,
Degree of load balancing 4 [ 5
Numbered range interval of degree of load balancing | | @™ " g _/
Number of receiver retunings required D, D, —2

The VTR decision is to
stay in virtual topology R,

The VTR decision is to reconfigure to
the best matching virtual topology R2

Fig. 15. Markov process model for reconfiguration, where the decisions in each state have two options: staying in the current virtual topology, or

reconfiguring to the best matching virtual topology.
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5.2.2. Markov decision process models

Assuming the transition probabilities among all traffic
patterns are given and future traffic patterns only depend
on the current traffic pattern (i.e., independent of past traf-
fic patterns), the best reconfiguration policy can be pre-
computed using dynamic programming techniques on
Markov process models to maximize the long-term ex-
pected reward. The reward for one reconfiguration is mea-
sured by the performance gain of using a matching virtual
topology minus its reconfiguration cost. With the best
reconfiguration policy, the average reconfiguration reward
achieves the maximal value over long time period. Once
the best reconfiguration policy is pre-computed, it can be
used to govern the reconfiguration in realtime by just iden-
tifying the current traffic pattern to a stored one. The chal-
lenge of applying a Markov process model is that if a state
is defined by a virtual topology and a traffic pattern, the
potential number of states is too huge to compute and
store the best reconfiguration policy, even though the ele-
ments of a traffic matrix could be restricted to integers
within an upper bound on their values. In [99-104], a Mar-
kov process model was formulated for single-hop star-
topology passive broadcast WDM networks. It significantly
reduced the number of states by using a new state defined
by the number of receiver re-tunings required and a num-
bered range interval of degree of load balancing. The de-
gree of load balancing characterized the efficiency of the

=c=.=.=-p Transitions taken when the decision is to reconfigure

= Transitions taken when the decision is not to reconfigure

Fig. 16. Transitions out of state (&*D).

t 2+
to2

1,2
20

(a) Virtual topology and traffic grooming scheme

N~ 9O

(b) User traffic matrix

network in meeting traffic demands for given traffic pat-
tern and virtual topology. It may take any real value within
a fixed range, and then for approximation, was divided into
non-overlapping intervals and was given an index number.
The decisions in each state had two options (shown in
Fig. 15): staying in the current virtual topology, or recon-
figuring to the best matching virtual topology that was de-
signed by a heuristic algorithm. Each transition was
associated with a probability and a reward (shown in
Fig. 16). In both figures, when the decision was to reconfig-
ure, it was assumed that the best matching virtual topol-
ogy was able to achieve. The simulation results in
[99,101,102] were obtained for a total number of states be-
tween 400 and 2000, where 20-40 intervals were used to
estimate the degree of load balancing, and the number of
receiver re-tunings was up to 100. In practice, besides
the challenge of the number of states, a priori knowledge
of traffic pattern transition probabilities is difficult to ob-
tain. The robustness of a pre-computed reconfiguration
policy is limited by the accuracy of transition probabilities
of traffic patterns. In [19], it was pointed out that the near-
neighbour traffic model was generally invalid over time-
scales of one day or longer, where traffic oscillations and
long-term growth tended to occur.

5.2.3. Proactive provisioning spare resources

Spare resources may be used to proactively provision
virtual topologies that are robust to traffic changes. Proac-
tive over-provisioning was used in [11,108,109]. For given
virtual topology, user traffic matrix and grooming scheme,
over-provisioning was applied to user traffic by utilizing
spare bandwidth of lightpaths. This improved network
agility and response time to traffic demand changes. We
show an example in Fig. 17. In [11,108], it was assumed
that the grooming scheme was fixed, and no new user traf-
fic flow was allowed. Then, such over-provisioning reduced
the need for reconfiguration. Assuming reconfiguration is
too slow for realtime bandwidth provisioning, such over-
provisioning reduced blocking of user traffic. However, if
new user traffic flows are allowed, as opposed to only
bandwidth changes of existing flows, the spare capacity
may be unavailable and could result in higher blocking
for new flows. The trade-off needs to be further
investigated.

Lightpath bandwidth
capacity is 16

overprovisioning —

S O O
S O N
S O O O
W W oo O
S O O 2
S O ®
=lel ool

(C) Provisioned bandwidth for
the user traffic matrix

Fig. 17. An example of over-provisioning bandwidth for user traffic to accommodate user traffic changes and thus to postpone reconfiguration.
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6. Distributed reconfiguration triggering methods and
strategies

6.1. Distributed reconfiguration in a single domain

6.1.1. Distributed initiation of lightpath setup or removal
(each node still decides global reconfiguration)
Reconfigurations may be triggered in a distributed
manner. In [110], all nodes were assumed to use the same
heuristic algorithm and identical traffic measurement
when deciding a new virtual topology. As a result, all nodes
should have a consistent decision of the new virtual topol-
ogy. Then the originating nodes of the lightpaths that
should be set up or removed independently initiated action
procedures. The heuristic algorithm used for the distrib-
uted reconfiguration is shown in Fig. 18, which is very sim-
ilar to its centralized counterpart heuristic algorithm used
in [30]. To fit its distributed operation, the limitation on the
total number of lightpaths to be added or deleted and the
sequence of additions were removed. In [56], experimental
results were given for a small network with six routers
connected to four WDM switches. The consistence of
reconfiguration relies on all nodes using identical traffic
measurement, which is disseminated by a link-state rout-
ing protocol with traffic engineering extensions. However,

in practice, different nodes have different versions of traffic
measurement due to the distributed flooding mechanism
that is used to disseminate link-state advertisement mes-
sages [111]. The update interval of link-state advertise-
ment used in the experiments was very short, i.e., two
seconds. In this way, the difference should not cause recon-
figuration conflicts and inconsistency. The new lightpaths
obtained from the heuristic algorithm in [110,56] may
compete for resources. The competition could be naturally
handled by a first-come-first-serve policy, which blocks
the lightpath setup requests that use the same resource
and arrive after the first one. However, there is an issue
of avoiding repeat requesting the same lightpath after a
failed attempt. Note that each node still decides global
reconfiguration, although the initiation of lightpath setup
or removal is distributed.

6.1.2. Distributed reconfigurations based using rerouting
solicit messages (each node still needs global information
about sub-lightpath connections)

In [112], a distributed reconfiguration method was pro-
posed for traffic grooming WDM networks. It aimed at dis-
tributed triggering rerouting of connections with sub-
lightpath bandwidth, and indirectly reconfiguring light-
paths. Arrival connection requests were dynamically rou-

Moving average R; ; of traffic on a lightpath L; ;

A

R, . > T, (congestion threshold) —
— .

;. < T, (underutilization threshold—

Set up a new lightpath Li’,.i' to reroute

trafficon L; ;. Nodes i’ and j' are

Remove lightpath L; ;

selected such that maX(Ri’,i + Rj,_,"

h 4

Y

Fig. 18. The heuristic algorithm for a distributed reconfiguration used in [110].

* [Node #N:

[Node #2:

Node #1:

Departure of a connection
with a sub-wavelength
bandwidth, originating from
this node

With a probability R (0< R <1,
i.e., rerouting rate), sends
rerouting solicit messages to
K candidate nodes

Candidate Node #K (K« N):

Candidate Node #2:

Candidate Node #1:

Upon receiving a rerouting solicit
message, selects P candidate
existing connections originating
from this candidate node, and tries
to reroute them to their respective
optimal paths

Fig. 19. The source node of a connection that is to be torn down sent rerouting solicit messages to candidate nodes [112].
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ted using an auxiliary graph. If necessary and feasible, new
lightpaths were dynamically set up. Connection departures
trigger distributed connection rerouting, resulting in idle
lightpaths being removed. It proposed the source node of
a connection that is to be torn down triggered rerouting
by sending rerouting solicit messages to a number of can-
didate nodes (shown in Fig. 19). Each candidate node eval-
uated the resource savings for rerouting of connections
originating from this candidate node. The connections with
the largest resource savings were chosen. It proposed a
general case where K candidate nodes and P candidate con-
nections at each candidate node were used. It does not
solve the contentions when checking new routes in its

Evaluation : evaluate the improvement of the operation objective for
all potential new lightpaths that may be set up from this node

Local Winner Selection : choose the lightpath (from this node ) that
(1) the utilization of the lightpath will exceed a threshold;
(2) improves the operation objective the most; and
(3) is feasible to set up based on optical layer resource availability

Distributed Election : elect the lightpath in the network (not only
from this node) that improves the operation objective the most

CheckNewConn function, which limits the proposal to
work only in a special case where K= P =1 as in its simula-
tions. Its heuristics for selecting candidate nodes and can-
didate connections relies on global connection
information, which does not fit distributed operations.

6.1.3. A distributed election protocol controlled
reconfigurations (each node still needs global information
about optical layer resource availability)

In [113], a distributed reconfiguration method was pro-
posed for SONET-over-WDM networks, aiming at auto-
matic grooming of SONET circuits to dynamically
established lightpaths. Each node independently and

Broadcast the local winner if there is one

is node receives another node
broadcast that improves the operation objective
hetter than this node’s local winne

Stop broadcasting and refrain from setting Continue broadcasting
up this node’s local winner this node’s local

Setup Elected Lightpath : if the elected lightpath is from this node,
1) set up the elected lightpath via signalling;
2) redirect existing flows to the new lightpath;
3) broadcast the new lightpath, so that future SONET circuits may
use itif needed

tie, the node with
higher address wins
and continues
broadcasting.)

1 winner. (If there is a

Update all SONET circuits though this node
based on the received better lightpath

Fig. 20. Distributed addition of lightpaths used in [113].
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Fig. 21. Reconfiguration in an overlay network by using optical switches to dynamically connect different end-users to static inter-domain lightpaths. (a)
Static inter-domain lightpaths; (b) The physical topology that virtual topologies can be built onto.
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repeatedly executed the lightpath addition procedure as
shown in Fig. 20. In the evaluation step, it was assumed
that each node knew the route (list of traversed nodes) of
every active SONET circuit that travels though this node.
The computation complexity is O(V x F), where V is the to-
tal number of nodes and F is the total number of SONET cir-
cuits travelling through this node. In the local winner
selection step, it was assumed that each node had global
information about optical layer resource availability. A
conceptual distributed election procedure was given, but
a functional distributed election procedure would be more
complicated, e.g., dealing with message loss, non-respond-
ing nodes, etc. When the utilization of a lightpath was be-
low a threshold, a lightpath removal procedure was
triggered and tried to reroute the SONET circuits carried
over this lightpath. A distributed lightpath removal proce-
dure can be derived from the centralized lightpath removal
procedure given in [113]. It suggested that the lightpath
utilization upper and lower threshold could be predefined
or dynamically updated via a routing protocol. Experimen-
tal results on the thresholds were reported. How to deter-
mine sufficient gap between the upper and lower
thresholds to prevent reconfiguration oscillations needs
further study. Compared to the proposal in [112], the con-
tention was resolved by the election procedure, and less
global information was assumed known at each node.
Compared to the method in [110], the method in [113]
is truly distributed since all nodes are not assumed to have
the same version of traffic measurement for the whole net-
work. However, a complex election process is introduced

A layer-one virtual
private network

provider defines
two use cases of
this switch

(W] User site A

to achieve this true distributed feature. The method in
[110] scales better than the method in [113], because
when the number of traffic flows increase, the computa-
tion complexity of the method in [110] does not increase.
The method in [113] results in more accurate lightpath set-
up decision, but at a cost of heavy state information main-
tenance at each node. Both methods suffer from their
strong assumption on each node’s knowledge of global
optical layer resource availability.

6.2. Reconfiguration across multiple domains

6.2.1. Reconfigurations across multiple domains using overlay
networks

Overlay networks are used to manage reconfiguration
across multiple domains, where lightpaths are statically
provisioned using resources from multiple domains and
are provided to end users for reconfiguration. In [115-
117], the challenges of reconfiguration over multiple do-
mains were outlined, which require coordination among
several network providers. As a result, despite years of re-
search and development, the vision of a dynamically recon-
figurable optical core across multiple domains (e.g.,[118])is
far from reality. Due to administrative burden and strict
time requirements of reconfiguration, inter-domain light-
paths typically are held in place for months or longer. To in-
crease the utilization of such lightpaths, overlay networks
were constructed by using optical switches to dynamically
connect different end-users to the statically provisioned in-
ter-domain lightpaths (illustrated in Fig. 21). In this way, the

@

Fig. 22. Reconfigurations in an overlay network, in which inter-domain lightpaths are defined by use cases. (a) First use case of inter-domain lightpaths; (b)
The physical topology corresponding to the first use case; (c) Second use case of inter-domain lightpaths; (b) The physical topology corresponding to the

second use case.
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problem of reconfiguration over multiple domains was
transformed into a single-domain reconfiguration problem.
Note that reconfiguration in an overlay network has addi-
tional constraints, i.e., pre-define wavelength channels
must be used between user managed optical switches.

6.2.2. End user managed reconfigurations of layer-one virtual
private networks

When resources and their associated management
functions can be partitioned, end users are able to conduct
more flexible reconfigurations. In [119], Layer-One Virtual
Private Networks (L1-VPNs) were composed across multi-
ple domains. L1-VPN providers defined use cases of ac-
quired resources, and then offered to end users for on-
demand activation and reconfigurations. For example, in
Fig. 22, a network provider authorized an L1-VPN provider
to use three ports on a given optical switch (other than the
two ports used by the lightpath between user sites A and
C) and a specific wavelength channel. The L1-VPN provider
was given the management service for the three ports and
switching unit. The L1-VPN provider defined two use cases
as shown in Fig. 22(a) and (c). Unlike static lightpaths,
reconfigurations could change the use of resources within
a limited scope defined by the use cases. Thus, two physi-
cal topologies can be used to build virtual topologies, as
shown in Fig. 22(b) and (d).

7. Other reconfiguration triggering methods and their
related reconfiguration strategies

We would like to comment on the four types of trigger-
ing events that were given at the beginning of Section 2.
Some reconfiguration policies are designed to deal with
some (not all) of the triggering events.

7.1. Network failure triggered reconfigurations

In network failure recovery, new lightpaths are dynam-
ically requested, which could be blocked and then trigger a
WDM network reconfiguration. Such failure recovery trig-
gered WDM network reconfiguration is a stretch of the
WDM network reconfigurations in response to lightpath
blockings that were proposed in [55,67,68]. However, a
recovery lightpath has tighter time to be set up than a
new regular lightpath. Normally, the upper layer applica-
tions of a new regular lightpath do not send traffic until
a success confirmation is received from the WDM network.
Thus, user traffic is not lost or disrupted, but is only de-
layed. But delays in setting up a recovery lightpath result
in loss and disruption of user traffic. In summary, failure
recovery triggered WDM network reconfiguration has little
practical merit, unless additional coordinations with upper
layer applications are used. In many cases, simple changing
of wavelength channels but using the same route does not
recover from failures that impact all wavelength channels
on a link or connected to a node. Therefore, more compli-
cated route changes and possibly combined with wave-
length channel changes are required, resulting in much
longer time for reconfigurations than simple wavelength
retuning proposed in [55,67,68].

In [105], it acknowledged that network failures cause
much larger performance degradations than gradual traffic
changes do. Reconfigurations were used to handle both
traffic changes and network failures, aiming at adapting
virtual topology to network status without extensive mon-
itoring of network status at different layers. Specifically, it
assumed no mechanism to detect network failures and no
monitoring of IP layer route changes. The condition of IP
networks was indirectly monitored through the bandwidth
utilization of lightpaths. Inspired by a biological adaptation
process, a reconfiguration mechanism was proposed,
which reacted properly to traffic changes and network fail-
ures in simulations. However, the network failures used in
the simulations were fibre cuts. WDM network failures
must be detected and located so that proper virtual topol-
ogy can be reconfigured. Otherwise, a new virtual topology
may attempt to use failed optical layer resources. The pro-
posed mechanism may apply to IP network failures.

In [124], reconfigurations were used to handle both
traffic changes and network failures. After a link or node
failure, alternate lightpaths for restoration of the failed
lightpaths may exist only if the network is reconfigured.
Reconfigurations were used to accommodate new requests
which may otherwise be blocked. The details of the trigger-
ing methods were not discussed in [124].

In [125], reconfiguration for failure restoration was
compared with rerouting restoration. Even for a single-
hop virtual topology, reconfiguration for failure restoration
achieved better wavelength efficiency than rerouting res-
toration. However, the comparisons were made through
offline optimization formulation, which did not consider
the online performance such as reconfiguration or rerout-
ing time and complexity. Its comparisons also showed that
as the traffic load becomes heavy, the advantage of recon-
figuration for failure restoration in wavelength efficiency
became small. It concluded that the capability of tuning
wavelength at the source node and converting wavelength
at intermediate nodes was by far more important in wave-
length efficiency in restoration.

Although failure recovery triggered WDM network
reconfigurations have little practical merit, they could be
used to protect a second subsequent failure [9,28]. Such
techniques are out of the scope of this survey.

7.2. Resource upgrades triggered reconfigurations

When additional network resources are deployed, it is
not urgent to conduct WDM network reconfigurations. In
most cases, the added resources are gradually utilized as
new lightpaths will consider using them. Since there are
additional resources, likely the make-before-move migra-
tion methods are able to build new lightpaths and then
move the existing traffic to the new lightpaths without
much disruption.

In [123], a multi-period network planning and reconfig-
uration are used to incrementally increase network capac-
ity to carry all predicted traffic. In [42], reconfiguration was
conducted after topological changes such as new nodes
and/or new link additions.

In [120], three network operation phases were consid-
ered: (1) initial call setup; (2) short/medium term reconfig-
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uration, in which backup lightpaths were optimized while
working lightpaths were not reconfigured; and (3) long
term reconfiguration, in which working and backup light-
paths were reconfigured. Offline optimization was used
in all three phases. The triggering of the second and third
phase was not discussed.

In [121], three policies were used: (1) after the usage of
wavelength channels on an overloaded link exceeded a
threshold, then the lightpaths using this link were recon-
figured; (2) after the usage of the wavelength channels in
the whole network exceeded a threshold, then the light-
paths using busy links were reconfigured; (3) after the pro-
tection sharing on a backup path fell below a threshold, the
corresponding working lightpaths were reconfigured. In
[122], reconfiguration was conducted after establishments
of a given number of new lightpaths. Four policies were
compared: (1) reconfiguration of only the lightpaths that
were established after the last reconfiguration; (2) recon-
figuration of all lightpaths; (3) reconfiguration of the
routes and wavelengths of protection lightpaths; (4) recon-
figuration of the wavelengths (but not the routes) of work-
ing lightpaths, as well as the routes and wavelengths of
protection lightpaths. In [114], two strategies to trigger
reconfiguration were compared: (1) a reconfiguration-
minimized strategy: after a given number of link additions
or upgrades to accommodate additional user traffic; (2) an
investment-minimized strategy: when a link runs out of
capacity before upgrading the link.

8. Open issues for future research

For the known-demand strategy, how to determine the
time intervals to conduct reconfigurations or the number
of the accumulated lightpath demands to trigger reconfig-
urations remains an open issue. Lightpath demands may be
allowed to slide within their time windows, but reconfigu-
ration for scheduled lightpaths is not studied so far in the
literature. The aggregated traffic is significantly impacted
by the user traffic routing over virtual topology, which is
simplified or neglected by the known-demand strategy.
So far, the studies on WDM network reconfigurations for
multicast traffic were very limited.

For the adaptive strategy, the transient behaviours dur-
ing reconfigurations may cause further traffic fluctuations,
and may trigger unnecessary reconfigurations or interfere
with decisions on further reconfigurations. Oscillations of
virtual topology could happen, if the transient behaviours
of user traffic are not handled properly. The transient
behaviours during reconfiguration remain an open area
for future research.

The performance evaluations of the adaptive strategy
are insufficient. When WDM network reconfiguration
interacts with upper layers, the traffic will be shaped.
Short-term transient behaviours and long-term trends are
impacted. Unfortunately, the traffic shaping was largely ig-
nored in most simulation studies. A few experiments were
conducted on small scale networks (e.g. in [90-92,18]).
However, some behaviours may not present in small scale
networks.

For the proactive strategy, an unexplored area is that
proactively provision lightpaths while not using the over-

provisioned lightpaths to carry user traffic before there is
a real need to do so. That means, the over-provisioned
lightpaths are kept as a standby capacity, but are not used
immediately. They will be activated when needed. Over-
provisioned lightpaths can be reconfigured based on the
updated network state. Because the over-provisioned
lightpaths do not carry user traffic yet, their reconfigura-
tions do not disrupt user traffic.

Reconfiguration based on partial traffic matrix needs
further study. An attractive application would be distrib-
uted reconfigurations. Although the advantages of using
distributed reconfigurations were briefly discussed in
[114], only the benefits of centralized reconfigurations
were studied in detail. It speculated that distributed recon-
figurations could result in localizing traffic disruptions, but
no detailed studies were available.

Reconfiguration in multiple domains with or without
coordination is not well studied. So far, most reconfigura-
tion is investigated in a single domain scenario, where all
network resources are assumed to be managed by one
authority. However, a domain may conduct reconfigura-
tion for the purpose of attracting profitable traffic to itself
and offloading non-profitable traffic to competitors. In
such situations, reconfigurations are used as actions in a
competitive market.

In general, the extensive academic research of WDM
network reconfigurations has not yet resulted in a wide-
spread deployment of the technologies. In our opinion,
the understanding of the technologies needs major
improvements so that the confidence of using them may
grow gradually. The performance evaluations of most pro-
posed mechanisms are rather simplified. Not sufficient re-
sults and analysis are available for key criteria, e.g.,
response time, resource overheads, service disruptions,
ability to accommodate dynamic traffic, etc. Many simula-
tion-based evaluations should be further verified and vali-
dated against test results. To bridge the gap between
theory and practice of WDM network reconfigurations,
more testbed experiments and field trials are required.

9. Summary

We identified the common purpose and the difference
of network reconfiguration and traffic engineering. Their
common purpose is to facilitate efficient and reliable net-
work operations while simultaneously optimizing network
resource utilization and traffic performance. But, in net-
work reconfiguration, the goal is achieved by changing
bandwidth capacity between node pairs. In contrast, in
traffic engineering, the goal is achieved by changing the
way that traffic uses bandwidth.

WDM network reconfiguration has great potentials to
add significant flexibility in network operations. To realize
such great potentials, enormous in-depth researches have
been conducted, addressing diversified aspects of the
problem.

Conceptually, WDM network reconfiguration consists of
three phases: (1) making a reconfiguration policy decision
whether a reconfiguration should be conducted; (2) select-
ing a new virtual topology based on a certain optimization
objective; and (3) migrating from the current topology to
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the new topology. We surveyed the strategies and trigger-
ing methods of WDM network reconfiguration.

There are gaps in research and in field trials. It is impor-
tant to further build up knowledge of understanding of the
network behaviours under different scenarios and settings,
thus to gradually increase confidence of introducing auto-
mated WDM network reconfigurations.
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