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Abstract

Gupta, Lee and Wong described algorithms for generating 2–3 trees and B-trees and left as open problems whether algorithms exist that generate them in lexicographic order, and whether it is possible to generate 2–3 trees or B-trees in constant average delay, exclusive of the output. In this note we modify the B-tree representation and show that the order of generating 2–3 trees and B-trees in their paper is lexicographic under the new representation. We also prove that their algorithm for generating B-trees has a constant average delay property. This is the first algorithm for which such a property is proved, showing that B-trees can be generated with constant average delay.
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1. Introduction

A variety of balanced-tree schemes have been proposed for the organization of information so as to guarantee worst-case logarithmic search times. One such scheme, called 2–3 trees, was introduced by Hopcroft (see, for example, [1,10]). A 2–3 tree is a tree in which each internal (nonleaf) node has 2 or 3 children, and every path from the root to a leaf is of the same length. Internal nodes contain 1 or 2 keys depending upon whether they have 2 or 3 children respectively. Since we are interested only in the structure of the tree, the keys values are immaterial.

A B-tree of order \( m \) is a tree satisfying the following properties [3]: (1) All leaves are on the same level; (2) the root has \( q \) descendants, \( 2 < q \leq m \); and (3) other internal nodes have \( p \) descendants, \( \lfloor m/2 \rfloor \leq p \leq m \). The 2–3 tree is a B-tree of order 3.

The production of available lists or catalogs of all the combinatorial configurations of a certain type is often useful. For example, a list of all shapes of trees of a given type might be used to search for a counter-example to some conjecture, or to test or analyze an algorithm for its correctness or computational complexity. The generation of such lists of all shapes of trees of some specified kind is therefore of some interest.

There exist more than forty sequential algorithms for generating binary and \( r \)-ary trees (see,
for example, [15,16,18,21,2] and references there-
with). Such algorithms also exist for generating
AVL trees [12], 2–3 trees [6], B-trees [7], non-reg-
ular trees [5], unordered trees [14], free trees [20],
trees with \( n \) nodes and \( m \) leaves [13], trees with
nodes of any degree [17], and trees with bounded

Typically, a one-to-one correspondence is es-

tablished between a class of trees and certain
integer sequences. It is then shown how these
sequences can be generated in order (usually
lexicographic) and how given a sequence its posi-
tion in this ordering can be determined (ranking)
and vice-versa (unranking).

There are some desirable properties of algo-

rithms that generate any kind of combinatorial
objects. We mention two of them.

Sequence \( A = (a_1, a_2, \ldots, a_k) \) precedes se-

quence \( B = (b_1, b_2, \ldots, b_k) \) in lexicographic order
if and only if, for some \( j > 1 \), \( a_i = b_i \) when \( i < j \),
and \( a_j < b_j \). It is desirable to generate objects in
lexicographic order because the order is natural
and easy to follow.

Let \( P(n) \) be the number of combinatorial ob-

jects in question, each of them having the size
\( O(n) \). This means that the total output size is
\( O(nP(n)) \). However, in some applications the ob-
jects which are generated do not need to be
printed out, for they merely serve as the source of
information for other procedures that work on
combinatorial objects and check some criteria
which may be verified without always looking at
the whole new object. It makes sense then to
consider generating combinatorial object without
outputting them. Optimal algorithms in this sense
work in \( O(P(n)) \) time, i.e. in constant time per
object. Most algorithms that generate the next
object from current one, for various kinds of
combinatorial objects, have the property of hav-
ing a constant average delay (exclusive of the
output time); for example [3,15,8,18,19,21].

In [6] ranking and unranking procedures for
2–3 trees with \( n \) leaves (hence, \( n - 1 \) keys) were
presented. Unranking procedure is then used to
generate all 2–3 trees one by one, by simply
unranking 1st, 2nd, 3rd, 4th, … 2–3 trees until all
of them are encountered. This takes \( O(n) \) time
between any two 2–3 trees. Since decoding (con-
structing a 2–3 structure from its array represen-
tation) can be done in \( O(n) \) time, and the output
size is also \( O(n) \), this is claimed to be optimal in
[6]. However, [6] does not take into account that
the rank of a 2–3 tree can be a very large integer
since the number of 2–3 trees is exponential in \( n \).
The representation of the rank of a tree may
require \( O(n) \) space and that much time for any
arithmetic with it, causing an \( O(n^2) \) delay in
producing 2–3 trees rather than linear as claimed.

In [6] an open problem is posed, to see whether
the next 2–3 tree can be generated from current
one with constant average delay (exclusive of the
output time). The algorithm [6] has a linear time
average delay (in fact even higher, if dealing with
large integers is counted). Also, [6] defined an
order of 2–3 sequences, and states that “we
could have chosen to order these sequences lexi-
ographically, but we do not know of efficient
algorithms for generation, ranking and unrank-
ing, given such an ordering.” In this paper we
show, on the contrary, that their order becomes
lexicographic, if a suitable sequence representa-
tion is used.

In [7] same authors considered more general
problem of generating B-trees. They presented
generating algorithm based on backtrack search
instead of unranking, and obtained an algorithm
that produces B-trees in time proportional to the
output size. The same problems with lexic-
ographic order and constant average delay re-
mained unsolved in this paper. In [9] Kelsen
presented \( O(n) \) time algorithms for ranking and
unranking B-trees on \( n \) leaves after a preprocess-
ing step that required \( O(n^2) \) time. The unranking
algorithm may be used to generate B-trees with
\( O(n) \) delay per B-tree.

The contribution of this paper is to introduce
sequence representation of B-trees under which
the order in [6,7] is lexicographic, and to prove
that the algorithm [7] has constant average delay
property.

2. B-tree representation, encoding and ordering

As in [7], we shall represent a B-tree with \( n \)
leaves (or \( n - 1 \) keys) by a sequence \( a_1a_2\ldots a_k \).
that is obtained as follows: Starting with lowermost level of internal nodes, list the number of children of each node, level by level ending with the root. Within the same level the listing is done from left to right.

If the sequence \(a_1 \ldots a_k\) represents a B-tree of order \(m\) with \(n\) leaves, then it must have the following properties [7] (for notational convenience, \(r(x)\) means \(r_x\)):

1. \(a_1 + a_2 + \cdots + a_k = n + k - 1\),
2. \(a_i \in \lfloor m/2 \rfloor, \lfloor m/2 \rfloor + 1, \ldots, m\), \(i = 1, 2, \ldots, k - 1, 2 \leq a_k \leq m\),
3. if \(k > 1\) then there exist \(l_0, l_1, \ldots, l_r\) such that \(0 = l_0 < l_1 < \cdots < l_{r-1} = k - 1, l_r = k, a(1) + \cdots + a(l_1) = n\) (defines \(l_1\)), and \(l_i - l_{i-1} = a(l_i + 1) + \cdots + a(l_{i+1})\) for \(i = 1, 2, \ldots, r - 1\) (defines \(l_{i+1}\)).

Sequences satisfying above properties are called \(a\)-sequences (determined by \(n\)), and their subsequences are \(a\)-subsequences. In [7] it is shown that a sequences determined by \(n\) are in one to one correspondence to B-trees with \(n\) leaves. Similarly, the sequence \(l_0, l_1, \ldots, l_r\) is called \(l\)-sequence.

Property (3) says that every \(a\)-sequence should be partitionible into levels such that the number of nodes on a particular level is equal to the sum of the number of children of nodes at the next higher level, and the highest level has exactly one node. In fact, in the sequence \(l_0l_1 \ldots l_r\), \(l_1\) is the number of internal nodes at the lowest level (level 1), \(l_2\) is the total number of internal nodes at the lowest two levels, \(l_3\) is the total number of internal nodes at the lowest three levels and so on. Level \(i\) is composed from subsequence \(a(l_{i-1} + 1), \ldots, a(l_i)\), and the number \(u_i = l_i - l_{i-1}\) will be referred to as its size. Clearly \(u_i = 1\) and \(u_{i-1} = a_k\). Note that the size of given level \(i\) is determined by \([u_{i-1}/m] \leq u_i \leq [u_{i-1}/[m/2]]\).

For example, consider a sequence 3553333432 which corresponds to B-tree of order 5 with 25 leaves, see Fig. 1. The \(l\)-sequence is determined as follows: \(l_1 = 7\) since \(u_1 = 7\) first elements have sum 25 \((3 + 5 + 5 + 3 + 3 + 3)\), \(l_2 = 9\) since next \(u_2 = 9 - 7 = 2\) elements have sum \(u_2 = l_1 - l_0 = 7\) \((3 + 4)\), and \(l_3 = 10\) since \(u_3 = 10 - 9 = 1\) and the remaining element is equal to \(u_4 = l_2 - l_1 = 2\).

A normalized sequence \(b(l_i + 1), \ldots, b(l_{i+1})\) is associated with each \(a\)-subsequence of the form \(a(l_i + 1), \ldots, a(l_{i+1})\), for \(j = 0, 1, \ldots, r - 1\), such that \(b\)'s are permutations of \(a\)'s and are arranged in nonincreasing order, i.e. \(b(l_i + 1) \geq \cdots \geq b(l_{i+1})\).

In [6,7] an order of 2–3 and B-trees is defined and algorithms for generating trees in such order were given. The algorithm [7] runs in the following way.

The next B-tree is obtained from current one by a backtracking search (through levels \(r - 1, r - 2, \ldots, 1\), looking for the smallest possible index in current \(a\)-sequence that must be updated in order to produce the next \(a\)-sequence. When testing at level \(i\), it is first checked whether there exist lexicographically higher \(a\)-subsequence having the same normalized sequence as the current \(a\)-subsequence. If so, the new \(a\)-subsequence is taken and the \(a\)-sequence is completed by lexicographically first possible subsequence. Otherwise, it is checked whether for the same \(l_i\) there exist lexicographically higher normalized sequence of the same length. If so, the corresponding first \(a\)-subsequence is constructed and \(a\)-sequence completed toward the next B-tree. Otherwise, \(l_i\) is increased by one, if possible, and the first \(a\)-sequence with given \(l_i\) constructed. Finally, of \(l_i\) has maximal possible value, the search backtracks to level \(i - 1\).

[7] defines an order to correspond to above algorithms and apply a representation that does not lead to B-tree generation in lexicographic order. We point out that the order used in [6,7]...
becomes lexicographic if B-trees are coded in the following way:
\[ l_1 b(1)b(2) \cdots b(l_1) a(1)a(2) \cdots a(l_1) \]
\[ l_2 b(l_1+1) \cdots b(l_2) a(l_1+1) \cdots a(l_2) \]
\[ l_r a(l_r) \]
We call this sequence a B-tree sequence. The ordering on B-trees is then easily defined as lexicographic order on corresponding B-tree sequences.

3. Constant average delay property

In this section we prove that the algorithm [7] generates B-trees in constant expected time, exclusive of the output time.

Let an \((h, m)\)-composition be any integer sequence \(b_1 \cdots b_s\) such that \(\lfloor m/2 \rfloor b_i \leq m\) for each \(i, 1 \leq i \leq t\), and \(b_1 \cdots b_s = h\), and let \(C(h, m)\) be the number of such distinct \((h, m)\)-compositions. In [7] normalized sequences are generated using a procedure that generates restricted integer partitions, and for an obtained integer partition all corresponding integer compositions (where the order of summands becomes important) are found. In our proof we only use the fact that the algorithm generates B-trees by generating such integer compositions, where the next composition can be determined from the current one in linear time. In this sense, our proof may be applied to some other algorithms for generating B-trees (for example, one which would avoid generating integer partitions and directly update integer compositions).

We use the following lemma in our proof.

**Lemma.** \(C(h, m) \geq 5h^2/96m^2\) for \(h \geq 4m\) and \(m \geq 3\).

**Proof.** Let \(p_1d_1 + p_2d_2 + \cdots + p_sd_s - h = b\) be the normalized sequence for the \((h, m)\)-composition \(h_1 + \cdots + h_r = h\), where \(p_1 > p_2 > \cdots > p_s\) are all distinct parts in given \((h, m)\)-composition and \(d_1, \ldots, d_s\) their multiplicities, \(d_1 + d_2 + \cdots + d_s = t\). The case \(s = 1\) may occur only when \(t = h/m\) \((b_1 = \cdots = b_i = m)\) or \(t = h/\lfloor m/2 \rfloor\) \((b_1 = \cdots = b_i = \lfloor m/2 \rfloor)\). Otherwise, for each \(t\), \([(h + 1)/m] < t < [(h - 1)/\lfloor m/2 \rfloor]\), there exist at least two different parts \((s \geq 2)\). We show that for each \(t\) in given interval there exist at least \(t + 1\) \((h, m)\)-compositions, which can be obtained as follows. Starting from
\[
p_1 + \cdots + p_1 + p_2 + \cdots + p_2 + \cdots + p_s + \cdots + p_s = p_1d_1 + p_2d_2 + \cdots + p_sd_s = h,
\]
the last \(p_1\) “walks” through the \((h, m)\)-composition to generate \(d_2 + \cdots + d_s + t = d_1\) \((h, m)\)-compositions
\[
p_1(d_1 - 1) + p_2d_2 + \cdots + p_{i-1}d_{i-1} + p_id_i' + p_1 + p_i(d_i - d_i') + p_i + d_i + d_i = h,
\]
for \(d_i' = 1, \ldots, d_i\) and \(i = 2, \ldots, s\). Similarly, when \(p_s\) “walks” through the list, \(d_1 + \cdots + d_{s-1} = t - d_s\) \((h, m)\)-compositions are produced. Thus there are at least \(t - d_s + 1 \geq t + 1\) (since \(d_1 + d_s \leq t\)) \((h, m)\)-compositions for each \(t\).

Therefore, the number of \((h, m)\)-compositions of \(h\) is
\[
C(h, m) \geq \left( \left( \frac{h + 1}{m} \right) + 1 \right) + \left( \left( \frac{h + 1}{m} \right) + 2 \right)
\]
\[
+ \cdots + \left( \frac{h - 1}{\lfloor m/2 \rfloor} + 1 \right) = \left( \frac{h - 1}{\lfloor m/2 \rfloor} \right) + \left( \frac{h + 1}{m} \right) + 2
\]
\[
\times \left( \frac{h - 1}{\lfloor m/2 \rfloor} - \frac{h + 1}{m} + 1 \right)^{\frac{1}{2}}.
\]
From \(\lfloor m/2 \rfloor \leq (m + 1)/2\) and \(x > x - 1\) it follows that
\[
\frac{h - 1}{\lfloor m/2 \rfloor} \geq \frac{2(h - 1)}{m + 1} > \frac{2(h - 1)}{m + 1} - 1.
\]
For \(m \geq 3\) it easily follows that \(2/(m + 1) \geq 3/2m\). Thus
\[
\left( \frac{h - 1}{\lfloor m/2 \rfloor} \right) + \left( \frac{h + 1}{m} \right) + 2
\]
\[
\geq \frac{3(h - 1)}{2m} - 1 + \frac{h + 1}{m} + 2
\]
\[
\geq 3h - 3 + \frac{2h + 2 + 2m}{2m} \geq \frac{5h}{2m}.
\]
Consider now the second expression. From
\[
\left(\frac{h + 1}{m}\right) < \frac{h + 1}{m + 1}
\]
and
\[
\left[\frac{h - 1}{m/2}\right] > 3(h - 1)/2m - 1
\]
it follows that
\[
\left(\frac{h - 1}{m/2}\right) - \left[\frac{h + 1}{m}\right] + 1
\]
\[
> \frac{3(h - 1)}{2m} - 1 - \frac{h + 1}{m} - 1 + 1.
\]
We now prove that
\[
3(h - 1)/2m - (h + 1)/m - 1 \geq h/24m
\]
for \(h \geq 4m\) and \(m \geq 3\). The condition is (after doing obvious transformations) equivalent to \(h \geq (24/11)m + 60/11\). It easily follows from \(h \geq 4m \geq (24/11)m + 60/11\) which is satisfied for \(m \geq 3\).

From both approximations it follows that
\[
C(h, m) > \frac{5h}{2m} - \frac{h}{2m/2} - \frac{1}{2m} - \frac{5h^2}{96m^2}
\]
for \(h \geq 4m\) and \(m \geq 3\). □

Although a much stronger lemma can be derived (probably with more sophisticated arguments), this “weak” property is sufficient to prove the constant time average delay behavior of the algorithm.


**Proof.** Consider level \(i\) sequence \(a(l_{i-1} + 1)\ldots a(l_i)\). The lexicographically next level sequence can be determined by a backtracking procedure that finds in a backward run an element that can be increased, and in a forward run finds the next sequence. The time for updating is linear in the number of elements of the sequence, i.e. it is bounded by \(c\), where \(c\) is a constant and \(u_i = l_i - l_{i-1}\). However, the current level sequence can be completed in various ways to produce distinct B-tree sequences. During the production of these B-trees the algorithm for finding the next B-tree does not “arrive” in its search for the turning point to level \(i\). For fixed sequence \(a(l_{i-1} + 1)\ldots a(l_i)\), the sequence at the next level \(a(l_i + 1)\ldots a(l_{i+1})\) can be any \((u_i, m)\)-composition \((u_i = l_i - l_{i-1})\) into parts with sizes between \([m/2]\) and \(m\), according to the definition of tree sequences. The number of \((u_i, m)\)-compositions is at least \(5u_i^2/96m^2\) whenever \(u_i \geq 4m\) (from the Lemma). Therefore, \(c\) operations are performed on level \(i\) when the turning point comes back to the level (even when the turning point continues its search to other levels), and in the meanwhile at least \(5u_i^2/96m^2\) B-trees are produced that contribute zero operations (level \(i\) sequence intact). Thus the average number of operations per tree for level \(i\) is at most \(cu_i/(5u_i^2/96m^2) = 96m^2c/5u_i\).

The B-tree sequence \(a_1\ldots a_k\) is partitioned always into levels \(l_1, l_2, \ldots, l_r\), with sizes \(u_i = l_i - l_{i-1}\), \(1 < i < r\), and \(u_r > [u_{r-1}/m] > u_{r-1}/m\) is always satisfied, i.e. \(u_i \leq m^{-r}u_r + m^{-r-1}\). Since \(u_i = 1\) and \(u_{r-1} = a_k \leq m < 4m\), the condition \(u_i \geq 4m\) is not satisfied for \(i = r - 1\) and \(i = r\). Let \(j\) be the maximal index such that \(u_j \geq 4m\) (clearly \(j < r - 1\)). The average number of operations for all levels 1, 2, \ldots, \(j\) together is smaller than
\[
\left(\frac{1}{u_1} + \frac{1}{u_2} + \cdots + \frac{1}{u_j}\right) \frac{96m^2c}{5}
\]
\[
< \left(\frac{1}{m^{-1}} + \frac{1}{m^{-2}} + \cdots + \frac{1}{m^{-j}}\right) \frac{96m^2c}{5}
\]
\[
< \frac{96m^2c}{5m^{-j}} \frac{m}{m - 1} < 40c,
\]
which is a constant.

The case which was not counted in is when \(u_i < 4m\). Because each part is \(\geq [m/2]\), it means that the compositions of any such \(u_i\) has at most 7 parts \((t < 7 \text{ in } h_1 + \cdots + h_t = u_i)\). Depending on \(m\), there are between 1 and 3 parts in similar composition of 7 and probably one more part of size 2 or 3, i.e. at most 4 more elements in tree sequence. Therefore, the part of the sequence which is not considered in our operation count contains at most the last 11 elements. Since the algorithm is a backtrack search, for each new tree it takes at most constant additional time to pass through them in both backward and forward direction. Therefore the algorithm has overall constant time average delay. □
5. Conclusion

Our proof of constant average delay property assumes only a kind of level sequence representation and their lexicographic order. More precisely, the proof requires merely that an algorithm generates all B trees with given fixed a-sub-sequence (level sequence) in a block of consecutive sequences, such that the sequences in the block can be generated without any work performed on given a-subsequence except at the beginning and end of block when linear update time suffices. Therefore, proof applies, for instance, to an algorithm that generates B trees in lexicographic order of a-sequences as the only part of B-tree representation (i.e. l-sequences and normalized sequences not being part of representation).

There exist a straightforward decoding procedure that generates the B-tree data structure (meaning that the parent children links are established) from given B-tree sequence. Since only the part of sequence that is updated needs to update its parent-children links in the procedure, the algorithm [7] can be completed to produce B-tree data structures with constant average delay.

The problem that can be considered is to find an algorithm that generates B-trees in Gray code order (i.e. minimal change order). Alternatively, it is interesting to derive an algorithm that generates B-trees (or merely corresponding sequences) which will have constant time delay in the worst case. It also remains an open problem to generate a parallel algorithm for generating B-trees, which will satisfy some desirable properties. Such algorithms exist for the case of binary and t-ary trees [2].
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