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Abstract—This paper addresses the problem of interpolating missing color components at the output of a Bayer color filter array (CFA), a process known as demosaicking. A luma-chroma demultiplexing algorithm is presented in detail, using a least-squares design methodology for the required bandpass filters. A systematic study of objective demosaicking performance and system complexity is carried out, and several system configurations are recommended. The method is compared with other benchmark algorithms in terms of CPSNR and S-CIELAB ΔE* objective quality measures, and demosaicking speed. It was found to provide excellent performance, and the best quality-speed tradeoff among the methods studied.
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I. INTRODUCTION

The single charge-coupled device (CCD) sensor with color filter array (CFA) combination remains the predominant implementation inside digital cameras for capturing color images [1]. Because of the CFA, only one color component is measured at each CCD sensor element. CFAs vary by the color classes they admit and the arrangement of these color samples. The Bayer array [2], the most commonly used CFA in digital cameras, is a spatially periodic mosaic of red, green, and blue samples where the green samples have twice the sampling density over the red or blue samples. The problem of estimating the missing color components at each spatial location by using only the measured samples is called demosaicking.

The direct approach to demosaicking involves spatial interpolation of the undersampled red, green, and blue components to the full CFA grid. Because each of these components is severely undersampled, this approach yields very visible artifacts, especially false colors and “zippering”. Many approaches have been proposed to reduce the level of such artifacts, generally based on exploiting correlation between the three components and using edge-directed interpolation, with varying levels of success. Comprehensive reviews of demosaicking algorithms can be found in [3] and [4] and so will not be repeated here.

Alleysson et al. [5] showed that the spatial multiplexing of red, green, and blue color components in a Bayer CFA signal is equivalent to the frequency multiplexing of an achromatic “luma” component and two modulated “chroma” components. Moreover, the luma and chroma components are sufficiently well isolated in the frequency domain to consider constructing demosaicking algorithms from a frequency analysis approach. Such an algorithm involves extracting estimates of the luma and modulated chroma components separately by filtering the Bayer CFA signal using two-dimensional filters with the appropriate passbands, and then converting the estimated luma and two demodulated chroma values at each spatial location into RGB values. However, the algorithm along these lines proposed in [5] did not give state-of-the-art performance.

In [6], Dubois introduced a locally-adaptive luma-chroma demultiplexing algorithm which did give state-of-the-art performance at the time. This algorithm exploits the redundancy of one chroma component in the Bayer CFA signal by locally selecting the better estimate using the copy less corrupted by crosstalk with the luma signal. The work in [7] introduced a least-squares approach for optimal filter design that replaced the window filter design method used in [6]. This new filter design method was successful in producing lower order filters (11 × 11) that achieved virtually identical demosaicking quality as the higher order filters (21 × 21) used in [6]. We refer to this method as the least-squares luma-chroma demultiplexing (LSLCD) algorithm. The present paper further examines the tradeoff relationship between demosaicking quality and speed of demosaicking for this algorithm in order to recommend filter specifications for the best system that balances quality and speed. We argue in light of our experimental results that this algorithm gives state-of-the-art performance, especially when computational complexity is considered. Note that the LSLCD formulation has been extended to arbitrary CFA structures in [8].

The rest of this paper is organized as follows. In Section II, the adaptive luma-chroma demultiplexing algorithm is reviewed, and the least-squares filter design method is described in detail. Section III presents the computational complexity analysis of the system, and gives a structed approach to reducing the computational complexity to give the best tradeoff between demosaicking performance and speed. Detailed simulation results and comparisons with five competing methods in terms of objective quality measures and computational time are reported in Section IV. Note that a complete set of demosaicked images can be found on the
associated web page [9]. Conclusions are drawn in Section V.

II. DEMOSAICKING SYSTEM DESIGN

A. Demosaicking by Adaptive Luma-Chroma Demultiplexing

The algorithm for Bayer demosaicking by adaptive luma-chroma demultiplexing used in this paper is precisely the one described in [6]; it is summarized here for completeness. We assume that an underlying color image with RGB components \( f_R, f_G, \) and \( f_B \) is sampled on the rectangular integer lattice \( \Lambda = \mathbb{Z}^2 \), with the upper left point of the image at coordinate \((0,0)\). The unit of length used in this paper is the vertical spacing between sample elements in the CFA signal, denoted 1 px. The standard spatial multiplexing model of the Bayer CFA signal is

\[
\begin{align*}
\hat{f}_{\text{CFA}}[n_1, n_2] &= f_R[n_1, n_2]m_R[n_1, n_2] + f_G[n_1, n_2]m_G[n_1, n_2] + f_B[n_1, n_2]m_B[n_1, n_2] \\
&= f_R[n_1, n_2] + f_G[n_1, n_2] + f_B[n_1, n_2] \\
&= \frac{1}{4} f_R[n_1, n_2] \left( 1 - (-1)^{n_1} \right) \left( 1 + (-1)^{n_2} \right) \\
&\quad + \frac{1}{2} f_G[n_1, n_2] \left( 1 + (-1)^{n_1} + (-1)^{n_2} \right) \\
&\quad + \frac{1}{2} f_B[n_1, n_2] \left( 1 + (-1)^{n_1} + (-1)^{n_2} \right).
\end{align*}
\]

Expanding the expression and collecting like terms, one obtains

\[
\begin{align*}
\hat{f}_{\text{CFA}}[n_1, n_2] &= \frac{1}{4} f_R[n_1, n_2] + \frac{1}{2} f_G[n_1, n_2] + \frac{1}{4} f_B[n_1, n_2] \\
&\quad + \frac{1}{4} f_R[n_1, n_2] \left( -1 \cdot (-1)^{n_1} + (-1)^{n_2} \right) \\
&\quad + \frac{1}{2} f_G[n_1, n_2] \left( 1 + (-1)^{n_1} + (-1)^{n_2} \right) \\
&\quad + \frac{1}{2} f_B[n_1, n_2] \left( 1 + (-1)^{n_1} + (-1)^{n_2} \right).
\end{align*}
\]

This expression offers a different interpretation to the spatial representation of the Bayer CFA signal. Specifically, the CFA is treated as the multiplexing of one baseband signal and two modulated difference signals. The baseband signal \( f_L \) identifies an achromatic luma component and the two modulated signals \( f_{C1} \) and \( f_{C2} \) identify two separate chromatic color difference components, referred to here as chroma components.

Substituting for \(-1 = e^{j\pi}\) in equation (2), one obtains

\[
\begin{align*}
\hat{f}_{\text{CFA}}[n_1, n_2] &= f_L[n_1, n_2] + f_{C1}[n_1, n_2]e^{j\pi(n_1 + n_2)} \\
&\quad + f_{C2}[n_1, n_2](e^{j\pi n_1} - e^{j\pi n_2}) \\
&\quad + f_{C2}[n_1, n_2] \left( 1 - (-1)^{n_1} - (-1)^{n_2} \right).
\end{align*}
\]

with Fourier transform

\[
\begin{align*}
F_{\text{CFA}}(u, v) &= F_L(u, v) + F_{C1}(u - 0.5, v - 0.5) \\
&\quad + F_{C2}(u - 0.5, v) - F_{C2}(u, v - 0.5),
\end{align*}
\]

where frequencies are expressed in c/px.

The key observation of [6] is that the CFA signal contains two separate modulated versions of \( f_{C2} \) which suffer differently from crosstalk. Generally, in a local area, one version suffers less from crosstalk than the other, and the adaptive algorithm attempts to identify and favor the less corrupted version to estimate \( f_{C2} \). The adaptive luma-chroma demultiplexing algorithm of [6] is summarized in Fig. 1. Three FIR linear shift-invariant bandpass filters \( h_1, h_{2a}, \) and \( h_{2b} \) are used to estimate the modulated components as \( f_{C1m}, f_{C2ma}, \) and \( f_{C2mb} \) respectively. The design of these filters is one key aspect of this paper. In [6], \( 21 \times 21 \) filters were designed using the window method; in this paper, they are designed using a least-squares criterion (as in [7]), and the effect of filter size will be studied. Returning to Fig. 1, the estimated modulated components are demodulated to baseband; \( f_{C1} \) is retained as is, whereas \( f_{C2a} \) and \( f_{C2b} \) are adaptively combined to yield the estimate \( \hat{f}_{C2} = w f_{C2a} + (1 - w) f_{C2b} \). The weighting coefficient is \( w = e_x/(e_x + e_y) \), where \( e_x \) and \( e_y \) represent the average local energy in the vicinity of frequencies \((f_m, 0)\) and \((0, f_m)\). Specifically, \( h_{C1} \) is a Gaussian filter with horizontal and vertical standard deviation \( r_{G1} \) and \( r_{G2} \), modulated to the frequency \((\pm f_m, 0)\), and \( h_{C2} \) is the transpose of the same Gaussian filter, modulated to \((0, \pm f_m)\). Then \( e_x = (f_{CFA} * h_{G1})^2 * h_{MA} \), where \( h_{MA} \) is a \( 5 \times 5 \) moving average filter, and \( e_y = (f_{CFA} * h_{G2})^2 * h_{MA} \). In [6], \( f_m \) was set to 0.375 c/px, and we could not improve on this value. The standard deviations \( (r_{G1}, r_{G2}) = (3.0, 1.0) \) were found to give the best performance. The effect of the Gaussian filter order is studied in this paper. Although this adaptive weighting algorithm is empirical, it gives excellent results, and we have not been able to improve on it.

B. Least-Squares Filter Design

We have seen that the estimate for component \( X \in \{C1m, C2ma, C2mb\} \) is obtained by the spatial filtering operation \( f_X = f_{CFA} \ast h_X' \) where \( X' \in \{2a, 2b\} \). Suppose we have a model for the original signal \( f_X \) so that the difference between \( f_X \) and \( f_X \) can be expressed as a stationary random field. Then, a suitable design criterion is to minimize the expected squared error, resulting in the filter \( h_X' = \arg \min h E[(f_X[n_1, n_2] - (f_{CFA} \ast h)[n_1, n_2])^2] \), which is independent of \((n_1, n_2)\) due to stationarity. Because good models for \( f_X \) do not exist yet, we can instead compile a set of training images from typical color images and compute filters that minimize squared errors over the training set; these filters are the solution to standard least-squares problems [10].

Assume that we have chosen a training set of original RGB color images. Thus, we also have access to the signals \( f_{C1m}, f_{C2ma}, \) and \( f_{C2mb} \), which are respectively the original baseband signals \( f_{C1} \) and \( f_{C2} \) modulated to the appropriate centering frequencies. Let us first consider \( C1 \) and filter \( h_1 \). Recall that the estimate \( \hat{f}^{(i)}_{\text{C1m}} \) for the \( i \)th training image is obtained by \( \hat{f}^{(i)}_{\text{C1m}} = f_{\text{CFA}} \ast h_1 \). If \( h_1 \) has region of support \( B \) that is a subset of the \( i \)th image sampling raster \( \Lambda_i \), then

\[
\hat{f}^{(i)}_{\text{C1m}}[n_1, n_2] = \sum_{[k_1, k_2] \in B} h_1[k_1, k_2] f_{\text{CFA}}[n_1-k_1, n_2-k_2],
\]

where frequencies are expressed in c/px.
We define the total squared error (TSE) on C1 over every pixel in a training set of K images by

$$TSE_{C1} = \sum_{i=1}^{K} \sum_{[n_1, n_2] \in \Lambda_i} (\hat{f}^{(i)}_{C1n}[n_1, n_2] - f^{(i)}_{C1n}[n_1, n_2])^2. \quad (6)$$

The least-squares filter $h_1^*$ that minimizes the estimation error on C1 is the solution to the least-squares problem

$$h_1^* = \arg\min_{h_1} TSE_{C1}. \quad (7)$$

We can reformulate the least-squares problem using matrices. Let $N_B = |B|$ be the number of $h_1$ filter coefficients and let $N_W = |\Lambda_i|$ be the number of pixels in the $i^{th}$ training image. Assume for now that $N_W$ is the same for every training image. We may reshape $f^{(i)}_{C1n}$ into a $N_W \times 1$ column vector $f^{(i)}_{C1m}$ by scanning $f^{(i)}_{C1n}$ column-by-column over $\Lambda_i$. Now, reshape $h_1$ into a $N_B \times 1$ column vector $h_1$ by scanning $h_1$ column-by-column over $B$. Finally, construct a $N_W \times N_B$ matrix $A^{(i)}$ by scanning $f^{(i)}_{C1m}$ in alignment with $h_1$ such that each entry of the matrix product $A^{(i)}h_1$ realizes equation (5). The result of $A^{(i)}h_1$ is the $N_W \times 1$ column vector $\hat{f}^{(i)}_{C1m}$ aligned pixel-wise with $f^{(i)}_{C1m}$. These matrices reformulate equation (7) into

$$h_1^* = \arg\min_{h_1} \sum_{i=1}^{K} \| f^{(i)}_{C1m} - \hat{f}^{(i)}_{C1m} \|^2$$

$$= \arg\min_{h_1} \sum_{i=1}^{K} \| A^{(i)}h_1 - \hat{f}^{(i)}_{C1m} \|^2, \quad (8)$$

which is a standard least-squares problem with solution

$$h_1^* = \left[ \sum_{i=1}^{K} A^{(i)T} A^{(i)} \right]^{-1} \left[ \sum_{i=1}^{K} A^{(i)T} \hat{f}^{(i)}_{C1m} \right]. \quad (9)$$

Finally, we reshape $h_1^*$ back onto support $B$ to get the least-squares filter $\hat{h}_1^*$. 

The same framework is used on C2 to obtain the least-squares filters $h_{2a}$ and $h_{2b}$ defined over supports $D$ and $D'$ (where $D'$ is the transpose of $D$). Here, we have

$$TSE_{C2} = \sum_{i=1}^{K} \sum_{[n_1, n_2] \in \Lambda_i} (\hat{f}^{(i)}_{C2m}[n_1, n_2] - f^{(i)}_{C2m}[n_1, n_2])^2 \quad (10)$$

with the adaptive estimate (see Fig. 1)

$$\hat{f}^{(i)}_{C2m}[n_1, n_2] = w_i[n_1, n_2] (-1)^{n_1} \times \sum_{[k_1, k_2] \in D} (h_{2a}[k_1, k_2] f^{(i)}_{CFA}[n_1 - k_1, n_2 - k_2])$$

$$- (1 - w_i[n_1, n_2]) (-1)^{n_2} \times \sum_{[k_1, k_2] \in D'} (h_{2b}[k_1, k_2] f^{(i)}_{CFA}[n_1 - k_1, n_2 - k_2]). \quad (11)$$

The set of weighting coefficients $w_i$ is obtained in the same manner described previously. The sets $w_i$ and $(1 - w_i)$ are modulated accordingly to match the centering frequencies of $f_{C2ma}$ and $f_{C2mb}$ respectively.

As before, we cast the least-squares problem into matrix form. Furthermore, we can simultaneously find the least-squares filters $h_{2a}$ and $h_{2b}$ by temporarily merging the two filter kernels. Once again, let $N_W = |\Lambda_i|$ be the number of pixels in the $i^{th}$ training image and assume $N_W$ to be the same for all images. Let $N_D = |D|$ be the number of $h_{2a}$ (or $h_{2b}$) filter coefficients. First, reshape $f^{(i)}_{C2m}$ into a $N_W \times 1$ column vector $f^{(i)}_{C2m}$ by scanning $f^{(i)}_{C2m}$ column-by-column over $\Lambda_i$. Next, reshape $h_{2a}$ and $h_{2b}$ into two $N_D \times 1$ column vectors $h_{2a}$ and $h_{2b}$ respectively by scanning column-by-column and then stack $h_{2a}$ over $h_{2b}$ to form the $2N_D \times 1$ column vector

$$h_2 = \begin{bmatrix} h_{2a} \\ h_{2b} \end{bmatrix}. \quad (12)$$

Finally, construct a $N_W \times 2N_D$ matrix $B^{(i)}$ by scanning the product values of $f^{(i)}_{CFA}$ and modulated weighting coefficients in alignment with $h_2$ such that each entry of the matrix
product \( \mathbf{B}^{(i)} \mathbf{h}_2 \) realizes equation (11). The matrix product is the \( N_W \times 1 \) column vector \( \hat{\mathbf{f}}^{(i)}_{C2m} \) aligned pixel-wise with \( \hat{\mathbf{f}}^{(i)}_{C2m} \). With these matrices we can express the standard least-squares problem on \( C2 \) as

\[
\mathbf{h}_2 = \arg \min_{\mathbf{h}_2} \sum_{i=1}^{K} \| \hat{\mathbf{f}}^{(i)}_{C2m} - \mathbf{f}^{(i)}_{C2m} \|^2
\]

\[
= \arg \min_{\mathbf{h}_2} \sum_{i=1}^{K} \| \mathbf{B}^{(i)} \mathbf{h}_2 - \mathbf{f}^{(i)}_{C2m} \|^2, \quad (12)
\]

with solution

\[
\mathbf{h}_2^* = \left[ \sum_{i=1}^{K} \mathbf{B}^{(i)T} \mathbf{B}^{(i)} \right]^{-1} \left[ \sum_{i=1}^{K} \mathbf{B}^{(i)T} \hat{\mathbf{f}}^{(i)}_{C2m} \right]. \quad (13)
\]

Now extract \( \mathbf{h}_{2a}^* \) from the first \( N_D \) entries of \( \mathbf{h}_2^* \) and \( \mathbf{h}_{2b}^* \) from remaining entries and then reshape \( \mathbf{h}_{2a}^* \) and \( \mathbf{h}_{2b}^* \) separately back onto supports \( D \) and \( D' \) to get the least-squares filters \( \mathbf{h}_{2a}^* \) and \( \mathbf{h}_{2b}^* \).

We have relied on the assumption that each training image has the same number of pixels. Although this may not be true in general, we can enforce this assumption by dividing each training image into sub-images of the same dimensions. Then, the sub-image size \( N_W \) is constant for each piece and we train over all sub-images instead. In [7] the sub-image window has dimensions 96 pixels \times 96 pixels giving \( N_W = 9216 \) pixels. The choice of \( N_W \) has negligible effect on the demosaicking results.

III. SYSTEM OPTIMIZATION

A. Filter Optimization Based on Quality versus Complexity

The least-squares filter design is completely automated as long as we specify the rectangular kernel dimensions for filters \( \mathbf{h}_1 \), \( \mathbf{h}_{2a} \), and \( \mathbf{h}_{2b} \). Therefore, we can program a scheme to systematically explore the effects on demosaicking quality of lowering the orders of the three filters. This is a worthwhile endeavor because preliminary results in [7] have shown that demosaicking quality and computational complexity form a tradeoff relationship. More importantly, there exists a “sweet spot” in terms of computational complexity where more complex realizations of the algorithm using larger filter orders give negligible improvements to objective and subjective demosaicking quality.

We shall elaborate on the notion of computational complexity as it pertains to the adaptive luma-chroma demultiplexing algorithm. The algorithm comprises primarily spatial signal filtering realized by the convolution operator, where the multiplication and addition are the only necessary atomic operations. The amount of required computational work depends only on the sizes of the signal and the filter involved. Of these two factors, only the filter kernel sizes can be adjusted to produce different realizations of the algorithm; the signal size depends on the unknown input CFA signal and so, without loss of generality, we consider the work to demosaic one image pixel. Furthermore, multiplications take significantly more computation time than additions on most processors. Therefore, counting the number of multiplications required to demosaic one pixel is a good indicator of computational complexity. Finally, because the algorithm uses the exact same steps to demosaic any arbitrary image pixel, the single-pixel count strictly reflects demosaicking speed — the fewer multiplications required (i.e., less complexity), the faster the demosaicking is.

By tracing the demosaicking steps described in Fig. 1 and omitting any multiplications involving a constant operand, the number of multiplications \( S \) required to demosaic one image pixel is

\[
S = 2(P_1 + P_2 + 1) + M_1 M_2 + 2N_1 N_2 + 3, \quad (14)
\]

where filter \( \mathbf{h}_1 \) has order \( M_1 \times M_2 \), filter \( \mathbf{h}_{2a} \) has order \( N_1 \times N_2 \), filter \( \mathbf{h}_{2b} \) has order \( N_2 \times N_1 \), and the separable Gaussian filters \( \mathbf{h}_{G1} \) and \( \mathbf{h}_{G2} \) involved in the selection of weighting coefficients have orders \( P_1 \times P_2 \) and \( P_2 \times P_1 \) respectively. Equation (14) shows that these filter orders are the only adjustable parameters that have any effect on computational complexity. The remaining adjustable parameters include the two-dimensional standard deviations \( (r_{G1}, r_{G2}) \) and the centering frequency parameter \( f_m \) for the Gaussian filters \( \mathbf{h}_{G1} \) and \( \mathbf{h}_{G2} \). However, they do not change Gaussian filter orders and so they do not exert any influence on computational complexity. A systematic full search showed that \( (r_{G1}, r_{G2}) = (3.0, 1.0) \) is near optimal. Also, following the recommendation in [6], we set \( f_m = 0.375 \text{ c/px} \).

We used a greedy algorithm to explore the relationship between objective demosaicking quality and computational complexity. Let us represent the set of filter orders using vectors of the form

\[
[\begin{array}{cccccc}
M_1 & M_2 & N_1 & N_2 & P_1 & P_2 \\
\end{array}].
\]

Each valuation of this vector defines a configuration that completely describes a realization of the adaptive frequency-domain algorithm. The greedy algorithm iterates from the initial configuration \( [11\ 11\ 11\ 11\ 11\ 11] \), which is the recommendation from [7], to the end configuration \( [1\ 1\ 1\ 1\ 1\ 1] \). At each iteration the algorithm generates a maximum of six temporary configurations (fewer if some entries have already reached their end value) by decrementing each entry of the current configuration by 2, one at a time. We chose the step size of 2 to maintain odd-valued kernel dimensions. For each temporary configuration the greedy algorithm prepares an implementation of the demosaicking algorithm with the appropriate least-squares and Gaussian filters that match the configuration, and then performs demosaicking using this system over a test set of color images. Finally, the greedy algorithm exits the current iteration by retaining the temporary configuration that yields the best objective quality as the new “current” configuration. Regardless of whether it is discarded or kept, a temporary configuration will never be tested again at a later iteration.

Objective quality is determined by the average color mean-square error (CMSE) metric on the RGB color space. Specifically, the calculations involve first computing the average MSE for each of the red, green, and blue channel over the test images and then averaging the three MSEs to obtain the CMSE. A smaller CMSE indicates better objective quality,
which of course does not necessarily precisely reflect subjective quality. As an alternative measure of subjective quality, the S-CIELAB $\Delta E^*$ error measure has been proposed [11] and used to evaluate demosaicking performance [4], and we report those values as well in the paper. We used the MATLAB implementation of the S-CIELAB $\Delta E^*$ calculations available in [12] and kept the default assumption of a 72 dpi display seen from 18 inches away. There are two complexity reduction techniques worth considering. Both techniques involve generating filters at post-design time that approximate the least-squares filters $h_1$, $h_{2a}$, and $h_{2b}$ while possessing some computationally desirable properties. The first technique is to create a quadrantally symmetric approximation from a least-squares filter by averaging every set of four quadrantally related filter coefficients and then redistributing this average value to those four locations. Quadrantally symmetric filters generally reduces the number of required multiplication in the convolution by a factor of close to four. The number of multiplications $S_{QS}$ required to demosaic one pixel is then

$$
S_{QS} = 2(P_1 + P_2 + 1) + \frac{(M_1 + 1)(M_2 + 1)}{4} + \frac{(N_1 + 1)(N_2 + 1)}{2} + 3. \quad (15)
$$

The second technique is to create a separable filter by computing the singular value decomposition of the least-squares filter and then keeping only a first-order approximation that corresponds to the largest singular value. The number of multiplications $S_{SF}$ required to demosaic one pixel becomes

$$
S_{SF} = 2(P_1 + P_2 + 1) + (M_1 + M_2) + 2(N_1 + N_2) + 3. \quad (16)
$$

The greedy algorithm is performed three times in total: once without any complexity reduction technique, once with quadrantally symmetric filters, and once with separable filters. Notice that the greedy algorithm does not exhaust every single configuration. In this case, it takes 30 iterations to reach the end configuration starting from the initial configuration. This means the algorithm tests fewer than 180 unique configurations in one run, which is much less than the $5^b(=15625)$ configurations contained within the boundaries of the initial and end configurations. Moreover, the computational complexity is always decreasing after every iteration. This is easily verified using equations (14) – (16) and the fact that one filter order is decremented at each iteration. These two properties make the greedy algorithm an efficient optimization technique. It is able to generate a sequence of successively less complex configurations that best preserve objective quality while considering only a small subset of configurations during the analysis.

B. Optimization Results

The filter design training set and the demosaicking test set of color images consisted of subsets from the 24 Kodak photosampler images of size $512 \times 768$ that are widely used in the demosaicking literature. Fig. 2 shows the changes to objective demosaicking quality, measured by CMSE and S-CIELAB $\Delta E^*$, as a function of computational complexity, measured by the number of multiplications, for one complete experiment with the greedy algorithm. Table I lists the configurations that correspond to the plot points of the “standard” scenario (i.e., no quadrantal symmetry and no separable filters) in Fig. 2. In this particular experiment the first twelve Kodak images formed the training set and the last twelve images formed the test set.

The experiment results confirm the tradeoff relationship between demosaicking quality and speed. The plots also show that the recommended filter specifications from [7], which formed the initial configuration, can be simplified further without much degradation in objective quality. The configurations that best balance demosaicking quality and speed are the ones clustered about the transition from negligible changes to significant changes in CMSE and S-CIELAB $\Delta E^*$. Using Table I and favoring the least complex system possible, we identify the configuration [5 5 9 3 11 1] as a good choice, corresponding to a $5 \times 5$ least-squares filter $h_{11}$, $9 \times 3$ least-squares filter $h_{2a}$, $3 \times 9$ least-squares filter $h_{2b}$, $11 \times 1$ Gaussian filter $h_{G1}$ centered at $(0.375, 0.0)$ c/px, and $1 \times 11$ Gaussian filter $h_{G2}$ centered at $(0.0, 0.375)$ c/px. Both 1D
Gaussian filters have a standard deviation of $r_G = r_{G1} = 3.0$. During our own subjective evaluation, the demosaicked images produced by this configuration were perceived as being virtually identical to those from the more complex configurations. Of course, designers can choose whichever configuration gives their preferred tradeoff between quality and complexity.

The “quadrantal” and “separable” plots from Fig. 2 show that using quadrantally symmetric or separable filter approximations do not affect the tradeoff relationship. Quadrantal symmetry should definitely be used, whereas there is no advantage to use separability.

Some additional observations can be made about the filters themselves. In the first steps, the Gaussian filters $h_{G1}$ and $h_{G2}$ are reduced to one-dimensional filters. This is reasonable because at the centering frequencies $(0.375, 0.0)$ c/px and $(0.0, 0.375)$ c/px, there is usually little energy along the dimension not of interest (vertical for $h_{G1}$ and horizontal for $h_{G2}$) in the local frequency spectrum of the pixel undergoing demosaicking. Then, the order of $h_1$ is reduced more quickly than the order of $h_2$. Also, it appears the least-squares filter $h_1$ prefers a square kernel, while the kernels for least-squares filters $h_{2a}$ and $h_{2b}$ can be made significantly rectangular.

The entire experiment was repeated by assigning different subsets of the Kodak dataset as the training and test sets. This gives a lower bound on the mean-square error achievable with the LSLCD algorithm, but it is not implementable since the original RGB image is not available for training. The frequency response of the sets of three $11 \times 11$ filters obtained for image #1 in these two scenarios $f_{ST}$ and $f_{RT}$ are illustrated in Fig. 3 (a)-(f). We note that the two versions of $h_1$ are quite similar, whereas differences in $h_{2a}$ and $h_{2b}$ are quite evident.

For comparison, we have selected the following reference methods:

A. The method of directional linear minimum mean-square error estimation (LMMSE) of Zhang and Wu [13]. Similar to the present paper, LMMSE attempts to minimize mean-square error, but of different quantities.

B. The adaptive homogeneity directed (AHD) method of Hiramaw and Parks [14], with $\delta = 2$. Although this method gives higher objective error than [18], it was judged to give better subjective performance in the survey of [3].

C. The original adaptive luma-chroma demultiplexing algorithm [6], with $21 \times 21$ filters designed using the window method, denoted here as FDM (frequency domain method).

D. The edge estimation for analyzing the variance of color differences approach (VCD) of Chung and Chan [15].

E. The K-means singular value decomposition approach to demosaicking (K-SVD) of Mairal et al. [16]. The sparse nature of color images is manipulated to obtain an appropriate dictionary that is used for demosaicking with the iterative K-SVD algorithm.

F. The regularization approach to demosaicking (RAD) of Menon and Calvagno [17].

Two objective quality measures (CPSNR and S-CIELAB $\Delta E^*$) and computational time were used to evaluate the performance of demosaicking algorithms. The S-CIELAB $\Delta E^*$

<table>
<thead>
<tr>
<th>Configuration</th>
<th># of Mult.</th>
<th>CMSE</th>
<th>S-CIELAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 11 11 11 11</td>
<td>412</td>
<td>9.42</td>
<td>0.812</td>
</tr>
<tr>
<td>11 11 11 11 09</td>
<td>408</td>
<td>9.42</td>
<td>0.812</td>
</tr>
<tr>
<td>11 11 11 11 07</td>
<td>404</td>
<td>9.42</td>
<td>0.812</td>
</tr>
<tr>
<td>11 11 11 11 05</td>
<td>400</td>
<td>9.42</td>
<td>0.812</td>
</tr>
<tr>
<td>11 11 11 11 03</td>
<td>396</td>
<td>9.42</td>
<td>0.812</td>
</tr>
<tr>
<td>11 09 11 11 03</td>
<td>374</td>
<td>9.44</td>
<td>0.811</td>
</tr>
<tr>
<td>09 09 11 11 03</td>
<td>356</td>
<td>9.48</td>
<td>0.811</td>
</tr>
<tr>
<td>07 09 11 11 03</td>
<td>338</td>
<td>9.52</td>
<td>0.812</td>
</tr>
<tr>
<td>07 07 11 11 03</td>
<td>324</td>
<td>9.54</td>
<td>0.814</td>
</tr>
<tr>
<td>07 07 09 11 03</td>
<td>280</td>
<td>9.59</td>
<td>0.815</td>
</tr>
<tr>
<td>07 07 07 11 03</td>
<td>266</td>
<td>9.64</td>
<td>0.818</td>
</tr>
<tr>
<td>07 07 09 09 01</td>
<td>262</td>
<td>9.71</td>
<td>0.820</td>
</tr>
<tr>
<td>07 07 07 09 01</td>
<td>226</td>
<td>9.81</td>
<td>0.824</td>
</tr>
<tr>
<td>07 05 09 07 01</td>
<td>190</td>
<td>9.89</td>
<td>0.827</td>
</tr>
<tr>
<td>07 07 05 05 01</td>
<td>154</td>
<td>9.86</td>
<td>0.829</td>
</tr>
<tr>
<td>05 05 09 05 01</td>
<td>144</td>
<td>10.01</td>
<td>0.832</td>
</tr>
<tr>
<td>05 05 03 11 01</td>
<td>108</td>
<td>10.31</td>
<td>0.833</td>
</tr>
<tr>
<td>05 05 07 03 01</td>
<td>96</td>
<td>11.09</td>
<td>0.852</td>
</tr>
<tr>
<td>05 05 07 03 09</td>
<td>92</td>
<td>12.68</td>
<td>0.930</td>
</tr>
<tr>
<td>05 05 03 07 01</td>
<td>88</td>
<td>14.17</td>
<td>1.029</td>
</tr>
<tr>
<td>05 05 03 05 01</td>
<td>84</td>
<td>13.36</td>
<td>0.952</td>
</tr>
<tr>
<td>05 05 07 03 03</td>
<td>80</td>
<td>13.36</td>
<td>0.952</td>
</tr>
<tr>
<td>05 05 07 03 01</td>
<td>76</td>
<td>14.18</td>
<td>0.977</td>
</tr>
<tr>
<td>05 03 07 03 01</td>
<td>66</td>
<td>15.78</td>
<td>1.017</td>
</tr>
<tr>
<td>03 03 03 01 01</td>
<td>60</td>
<td>20.67</td>
<td>1.142</td>
</tr>
<tr>
<td>03 03 03 01 01</td>
<td>48</td>
<td>25.69</td>
<td>1.259</td>
</tr>
<tr>
<td>03 03 03 01 01</td>
<td>36</td>
<td>56.64</td>
<td>1.795</td>
</tr>
<tr>
<td>01 01 01 01 01</td>
<td>30</td>
<td>154.42</td>
<td>6.360</td>
</tr>
<tr>
<td>01 01 01 01 01</td>
<td>28</td>
<td>207.44</td>
<td>9.324</td>
</tr>
<tr>
<td>01 01 01 01 01</td>
<td>16</td>
<td>300.46</td>
<td>10.902</td>
</tr>
<tr>
<td>01 01 01 01 01</td>
<td>12</td>
<td>735.79</td>
<td>17.401</td>
</tr>
</tbody>
</table>
Fig. 3. Perspective view of frequency responses of filters for demosaicking image #1. (a-c) \textit{f}_{\text{ST}}: h_1, h_{2a}, and h_{2b} of size $11 \times 11$ obtained by training with image #1. (d-f) \textit{f}_{\text{TO}}: h_1, h_{2a}, and h_{2b} of size $11 \times 11$ obtained with training set consisting of images #2 - #24. (g-i) \textit{h}_1, \textit{h}_{2a}, and \textit{h}_{2b} of sizes $5 \times 5$, $9 \times 3$ and $3 \times 9$ obtained by training on images #2 - #24.

A. Objective Performance Comparison with the Benchmarks

Table II shows the CPSNR and S-CIELAB $\Delta E^*$ of the 24 test images and the average error measures. We discarded an eleven pixel wide border from each image during the error calculations to exclude edge effects not representative of the performance of the various methods. The bold-italic entries indicate either the highest CPSNR or the smallest S-CIELAB $\Delta E^*$ in each row (not including the non-implementable LSLCD with self-trained filters, which is separated from other results with a double line). The italic entries indicate the second best result for these measures in each row. These numerical results may not correspond directly to those reported in other published papers, including [6], because of differences in the test platforms, such as different versions of the same images being used or slight differences in the metric calculations (including the size of the excluded border).

It can be seen from Table II that the estimates of the demosaicked images by the proposed LSLCD algorithm are very competitive with the reference methods. The LSLCD algorithm using \textit{f}_{\text{TO}} outperforms most of the other methods on average, except [16]. The margins of improvement in CPSNR are 0.08, 2.60, 0.55, 0.22, -0.34, and 0.42 dB, respectively. Although the LSLCD algorithm does not give better performance than K-SVD on average, the LSLCD algorithm...
provides comparable CPSNR performance with significantly lower computational cost. To obtain the result images of [16], K-SVD first calculates rough results with a globally trained dictionary followed by two times 20 learning iterations with a patch sparsity equal to 20. This process involves heavy computational costs, and is not currently applicable for real-time systems.

Compared with the LMMSE method of [13], LSLCD algorithm with $f_{TO}$ yields just slightly better CPSNR result (0.08 dB). The LSLCD algorithm fails to provide average CPSNR result (-0.34 dB) than K-SVD algorithm. However, the CPSNR results are comparable to or better than the images obtained using K-SVD for images # 6, 11, 16, 17. One should keep in mind that increases to the CPSNR do not always imply better subjective quality. For color images, human vision system-based S-CIELAB metric may be more appropriate than CPSNR metric. In terms of S-CIELAB $\Delta E^*\text{a}^\ast$ metric, LSLCD with $f_{TO}$ yields better performance on average than most of other reference methods except K-SVD (-0.004, -0.156, -0.027, -0.037, 0.011, and -0.059, respectively), although again LMMSE and K-SVD are very close.

### B. CPSNR & S-CIELAB $\Delta E^*\text{a}^\ast$ vs. Computational Time

We now compare the performance of the LSLCD algorithm against the other methods in terms of computation time. Table III shows the average elapsed time to demosaic one 512 x 768 image of the Kodak dataset, where (I) represents LSLCD algorithm using recommended filter $f_{RE}$ with configuration [5 5 9 3 11 11]. As can be seen in Table III, the computation and implementation complexities of the LSLCD algorithm are considerably lower than the method (F) of [17], which is known as the most efficient of the conventional methods. The elapsed computation time of LSLCD algorithm with $f_{ST}$, $f_{TO}$, and $f_{RE}$ is 80.9 %, 80.7 %, and 78.5 %, respectively, of that of [17].

As a further evaluation, we follow the method of comparison of Portilla et al. [19]. In their paper Portilla et al.  compared their algorithm against other solutions in terms of demosaicking visual quality (S-CIELAB $\Delta E^*\text{a}^\ast$) and speed of demosaicking. In addition to their comparison, we have added CPSNR results in the comparison. Speed of demosaicking is evaluated by the measured average time (in seconds) to demosaic one image. For each algorithm we calculate the average elapsed time to demosaic one image. For each algorithm we calculate the average elapsed time to demosaic one image.

### Table II

<table>
<thead>
<tr>
<th>Metric</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M1</strong></td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
</tr>
<tr>
<td><strong>M2</strong></td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
</tr>
<tr>
<td><strong>M3</strong></td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
</tr>
</tbody>
</table>

### Table III

**Average Time (s) to Demosaic One 512 x 768 Image of the Kodak Dataset.** Algorithm Labels (A) to (C) and (F) to (H) correspond to those used in Table II. (I) LSLCD Using Recommended Filter $f_{RE}$.

<table>
<thead>
<tr>
<th>Method</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time (s) Image</strong></td>
<td>31.15</td>
<td>44.80</td>
<td>0.380</td>
<td>0.378</td>
<td>0.306</td>
<td>0.305</td>
<td>0.297</td>
</tr>
</tbody>
</table>
CPSNR and S-CIELAB $\Delta E^*$ value of every test image and then compute the average CPSNR and S-CIELAB $\Delta E^*$ for the set. At the same time, we measure the total elapsed time to demosaic the 24 images and then compute the average time consumed by the demosaicking of one image. Finally, we plot the average CPSNR, S-CIELAB $\Delta E^*$ values and the average demosaicking times on a 2D scatter plot.

Fig. 4 shows the 2D scatter plot of the data collected from an instance of the experiment. Portilla et al. remarked in [19] that demosaicking algorithms can be grouped into three broad categories: “high speed, low quality”, “medium-low speed, high quality”, and those “in between”. Fig. 4 certainly confirms these three classifications of conventional demosaicking methods. However, the LSLCD demosaicking algorithm and its variants do not belong to any of those categories because they give “high speed, high quality”. We conclude from Fig. 4 that the LSLCD demosaicking algorithm offers the best demosaicking visual quality while maintaining the fastest demosaicking speeds. We recognize that these complexity comparisons are very rough and dependent on the specific MATLAB implementations. However, they are the best mechanism we have to evaluate relative computational complexity, and we have used the implementations of the original authors in all cases.

C. Subjective Quality Comparison

In [9], all results of the original and the demosaicked images by benchmark schemes ([13], [14], [6], [15], [16], and [17]) and our proposed algorithm (LSLCD with $f_{ST}$, $f_{TO}$, and $f_{RE}$) are shown to allow subjective quality assessment by the reader. The subjective quality can be appraised with regard to reconstruction of textures, edges, and different kinds of geometric details such as diagonals, corners, and fine patterns. Images in [9] indicate how each benchmark method fares in reconstructing the demosaicked images in these difficult regions. The proposed LSLCD algorithm appears to yield visually more friendly color images with color artifacts well removed, consistent with the objective quality measures.

V. Conclusion

This paper has presented a detailed analysis of the adaptive least-squares luma-chroma demultiplexing algorithm for Bayer demosaicking. It has been shown to provide state-of-the-art demosaicking performance in terms of CPSNR and S-CIELAB $\Delta E^*$ with low complexity, and gives the best performance-complexity tradeoff of the methods studied. Essentially optimal performance is achieved with $11 \times 11$ bandpass filters to extract the modulated chroma components, compared to the $21 \times 21$ filters used in [6]. However, a systematic study of the objective performance as a function of the filter size shows that a significant further reduction in complexity can be achieved with little loss in performance. For example, a system using a $5 \times 5$ filter for $h_1$ and $9 \times 3$ and $3 \times 9$ filters for $h_{2a}$ and $h_{2b}$ gives near optimal performance. Quadrantal symmetry should definitely be exploited, but no advantage was obtained with separable filters. It was also found that one-dimensional Gaussian filters are sufficient to form the adaptation signal.

Although a training set is required for filter design, the performance is not very sensitive to the choice of training set, so any set of images representative of the given application can be used to design a fixed set of filters. The methodology presented in this paper is applicable to any CFA structure using the methods described in [8]. Further work is underway to better deal with crosstalk near the Nyquist region boundary, as in the picket fence in the well-known lighthouse image (image 19 in the Kodak dataset), and to obtain a more solid theoretical basis for the adaptation rule (although the present one works very well). An interesting problem for further investigation is to design filters for the LCD demosaicking approach in the absence of a training set.
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