
 

 

Abstract— In this paper, we propose an auxiliary Machine 

Learning (ML) and Natural Language Processing (NLP) 

integrated system for maritime situational awareness (MSA) 

operations. We bring into account a new and influential asset – 

human intuition and perception – to the existing semi-automated 

decision support systems that mostly rely on numerical data 

collected by electronic sensors or cameras located either directly 

on the vessels or in the maritime command-and-control centers.  

For our project, we gathered weekly textual reports spanning 

twelve months from the United States Worldwide Threats to 

Shipping Reports repository that belongs to the National 

Geospatial-Intelligence Agency (NGA). We considered the 

maritime incident reports written by human operators as a 

valuable and accessible unstructured textual input source in 

which a span of text1 is called “risk” if it expresses one of the 

following kinds of vessel incidents: fired, robbed, boarded, 

hijacked, attacked, chased, approached, kidnapped, boarding 

attempted, suspiciously approached or clashed with. 

Our approach benefits from probability distributions of some 

useful features annotated based on a list of lexicons that contain 

expressions denoting vessel types, risks types, risk associates, 

maritime geographical locations, dates and times. These 

distributions are captured and used to anchor the span of “risks” 

as they are described in the textual reports. After some pre-

processing steps that include tokenization, named entity 

extraction and part-of-speech tagging, the textual risk mining 

system applies a variety of sequence classification algorithms, 

e.g., Conditional Random Fields, Conditional Markov Models 

and Hidden Markov Models in order to compare the risk 

classification performance. Empirical results show that our 

NLP/ML-based system can extract variable-length risk spans 

from the textual reports with about 90% correctness.  

 
Index Terms— natural language processing, machine learning, 

maritime domain awareness, maritime situational awareness, 

risk detection, text analysis, sequence-based classifiers 

I. INTRODUCTION 

Information extraction includes research in text mining and 

Web mining. Its main goal is to extract structured information 

from unstructured or semi-structured textual input data and 

has a wide range of applications in a variety of domains, such 

as business intelligence and biomedical literature mining.  

While reviewing the projects and related articles in 

 
 

1
 Spans are series of adjacent tokens/words that can range in size from a 

single token/word to an entire document. 

maritime situational awareness, we observed that a rapid and 

proper response to a maritime incident coupled with risk 

management has always been of interest to many governments 

and organizations. Nevertheless, the lack of one of the most 

possible influential assets, which is human intuition and 

perception, can be evidenced in most of them. Almost all of 

the selected approaches (that will be listed in the next section) 

only benefit from various numerical data collected by 

electronic sensors or cameras integrated with structured data 

gathered from machinery equipment and devices in the vessels 

or maritime control centers. In this project, we decided to 

bring the systematic human perception analysis into account 

and to consider maritime incident reports written by human 

operators as a valuable and accessible input source to improve 

situational awareness and maritime risk management in 

general. Computer software does not have the ability to 

capture the exact concept of a risk context; yet, there are 

probability distributions of some useful features that can be 

captured and used to anchor the span of risks as they are 

described in the texts of these reports. As examples of these 

features we can list: vessel type, risk type, risk associates, a 

maritime general location, a maritime absolute location (e.g., 

latitude/longitude), date and time. In order to train a classifier 

and consequently create a model to detect spans of risk in a 

vast database of textual reports, two human experts (two of the 

authors) manually annotated the phrases that correspond to 

risk descriptions in a limited representative subset of reports 

(52 weekly reports). We also used additional lists of risk 

features (e.g., risk type, vessel type, location, etc.). Then we 

automatically annotated some other useful features such as 

latitude/longitude and named entities in the texts, using regular 

expressions and named entity recognition (NER) tools. Then, 

we trained a variety of sequence classifiers on the annotated 

data that are able to detect occurrence patterns of “risk” and/or 

“risk factors” in any reports of the same type as the training 

data.  

In order to develop algorithms that extract information from 

text, we benefit from an NLP package called MinorThird
2
 that 

provides the following capabilities: (1) support for different 

versions of sequence-based classification algorithms such as: 

CRF, CMM, HMM; (2) open-source; (3) available for both 

commercial and research purposes and (4) combination of 

 
2
 http://sourceforge.net/apps/trac/minorthird/wiki/ - Accessed 2013-Nov-15 
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tools for annotating and visualizing text with a wide range of 

learning methods. 

To the best of our knowledge, there is no existing decision 

support system (DSS) that extracts risk factors and other 

related features automatically from textual reports; however 

there are useful text mining and concept learning approaches 

for information extraction from other types of texts (that will 

be discussed and referenced in the next section) including 

extensions of Conditional Random Fields (CRF), Conditional 

Markov Models (CMM) and Hidden Markov Models (HMM) 

that can potentially be combined with other automatic 

modules for maritime risk assessment. 

The rest of the manuscript is structured as follows. Section II 

reviews some relevant studies while Section III describes the 

data sets used in this work. Section IV dissects the 

methodology behind the textual risk mining system and 

Section V discusses the experimental results. Finally, some 

concluding remarks are given in Section VI. 

II. RELATED LITERATURE 

This section briefly reviews some relevant works in the areas 

of maritime risk analysis and the mining of textual resources 

from an NLP standpoint. 

A. Risk Analysis in the Maritime World 

Maritime Situational Awareness (MSA) is defined as “the 

comprehensive fusion of data from every agency and by every 

nation to improve knowledge of the maritime domain” by the 

U.S. National Concept of Operations for Maritime Domain 

Awareness, in December 2007 [1]. Maritime domain 

awareness is defined in turn as: “having true and timely 

information about everything on, under, related to, adjacent 

to, or bordering a sea, ocean or other navigable waterway”. 

This includes all related activities, infrastructure, people, 

cargo, vessels or other means of transportation. The ultimate 

goal of marine security is total awareness of anything in the 

marine domain that could threaten national security
3
.  

Along with the technologies and equipment that contribute 

to increased situational awareness in the marine environment, 

risk detection, risk analysis and risk management stand as 

pivotal building blocks of any risk-aware DSS. Some 

successfully deployed examples of DSSs that incorporate risk 

in maritime situational assessment are: Raytheon's ATHENA 

[2] (an Integrated Defense System designed to search for 

suspicious behavior in the maritime search-and- rescue 

division); DHS’ Automated Scene Understanding, a project 

aiming at interpreting complex information generated by video 

cameras and other sources in ports across the US [3]; Joint 

Capability Technology Demonstration (JCTD) [4], a military 

utility assessment supported by the Joint Requirements 

Oversight Council and the US Congress; Comprehensive 

Maritime Awareness (CMA) [5], whose major goal is to share 

maritime shipping information to prevent similar treats for the 

commercial maritime shipping; Maritime Automated Super 

Track Enhanced Reporting (MASTER), an integrative 

reporting project based on the JCTDs and the CMA and 

 
3
 http://www.tc.gc.ca/eng/marinesecurity/initiatives-235.htm - Accessed 

2013-Nov-15 

finally, Predictive Analysis for Naval Deployment Activities 

(PANDA) [6], a case-based reasoning system that uses 

ontologies for context modeling and business rule 

representation and evaluation. This system is also equipped 

with a manual contextual-based risk assessment module which 

relies on a small risk ontology established by human experts. 

The aforementioned modern and complex systems are just a 

few representatives of the plethora of research efforts recently 

undertaken in computer-assisted or semi-automated maritime 

risk analysis. Other relevant contributions include: (1) the 

design-and-operation selection and optimization framework 

for maritime risk management put forth by Wang et al. [7]; (2) 

the Bayesian-based uncertainty handling schemes for maritime 

risk assessment proposed by Merrick and his collaborators [8] 

[9] [10] [11] [12] [13]; and (3) the comprehensive integrated 

approach for the strategic local maritime hubs by Lim and Jau 

that aims to develop a regional maritime information sharing 

network that reuses the scattered maritime experimental 

information across the world [5]. 

More recently, Jakob et al. [14] reported the results of a 

project to investigate agent-based techniques for modeling and 

reasoning about illegitimate maritime activities. The risk 

posed by these illegal maritime operations is the underlying 

theme in this research. In [15], the US National Research 

Council elaborates on rapid reaction technologies (i.e. those 

that can be matured in six to eighteen months) covering 

counterterrorism issues. Malik et al. presented in [16] the 

outcome of their collaborative project with the US Coast 

Guard that focused on visual analytics of historic response 

operations and the assessment of potential risks in the 

maritime environment associated with the hypothetical 

allocation of Coast Guard resources. Their system identifies 

high-risk regions through image processing techniques. Falcon 

and Abielmona introduced in [17] a complementary version of 

their previous risk management framework by adding 

automated monitoring and response selection modules. They 

applied an evolutionary multi-objective optimization 

algorithm to evaluate each potential search-and-rescue (SAR) 

response according to a number of conflictive objectives such 

as cost, latency and casualty probability and hence identify the 

most promising ones in order to provide timely decision 

support for a SAR operator.  

B. Mining Textual Resources: NLP Approaches 

While the examples above show the prominence and 

momentum that numerical risk analysis has been gaining in 

the maritime situational awareness realm, when we turn our 

attention to textual resources analysis as an added value, we 

do not observe the same mature outcomes. On the one hand, 

rule-based information extraction (IE) systems like [18] [19] 

apply manually-generated linguistic extraction patterns to 

match text and locate information units. Although these 

patterns perform well on restricted specific domains, it is very 

labour-intensive to design the extraction rules. On the other 

hand, since IE inherently includes identifying segments of text 

that play certain roles, some statistical-based sequence 

labeling methods such as Maximum Entropy Markov Models 

(MEMM) [20] and Conditional Random Fields (CRF) [21] 

can  be applied to cope with the problem.  



 

Two recent and valuable surveys on IE are those in [22] 

[23]. They highlight Named Entity Recognition (NER) and 

Relation Extraction (RE) as two essential IE components. The 

former aims at finding names of entities such as people, 

organizations and locations or specific scientific names such 

as protein or gene names whereas the latter extracts the 

semantic relationships among different parts of a textual 

segment (e.g., sentences, paragraphs, or named entities). The 

best NER and RE approaches rely on statistical machine 

learning methods [24]. Some examples of such systems are 

TextRunner [25], Woe [26] and ReVerb [27]. 

If we break down the IE systems into components such as 

NER and RE, most of the IE problems can be transformed into 

classification tasks, which can be approached through standard 

supervised learning algorithms [25] [28] [29]. 

Weakly supervised learning methods have recently emerged 

as an appealing alternative to classical supervised learning 

schemes in that they can learn with a much smaller amount of 

training data. As an example, [30] presents a weakly 

supervised RE method based on a learning paradigm called 

“distant supervision” that was applied to a large number of 

known relation instances from very large knowledge bases in 

order to create the required training data. 

Very few risk assessment systems use IE from text. 

RARGen [31] is one such system: a text-mining-based 

software that addresses the risk assessment problem by 

automatically creating and maintaining risk repositories with 

the goal of extracting a Risk Association Rules (RARs) table 

from a corpus of risk analysis documents. The risk repositories 

were built by human experts based on a manually extracted 

Risk Terms File that contained all distinct words representing 

risks. 

After the analysis of the above literature, we decided to 

focus on automatic (rather than manual) textual risk mining 

part which involves the application of sequence-based weakly 

supervised learning techniques. By weakly supervised or 

semi-supervised learning, we mean that we applied lexicons 

and software tools (including NER tools) that partly annotate 

the data (seen or unseen) automatically; these lexicons and 

NER tools in turn can be extended and/or updated through a 

bootstrapping system. In the next step, our method detects the 

target concept patterns (risk description) and projects them 

back to the unseen reports. In other words, by applying the 

created lexicons and the manual risk annotations, we model 

the span of risk descriptions over a limited number of reports 

(i.e., the training data); then the model can be applied over 

unseen data to automatically detect the risk spans.  This 

approach was not employed in the reviewed literature, but we 

will show that it is a promising approach for the risk span 

exploration from textual resources such as maritime incident 

reports. Our goal is to benefit from IE techniques to extract a 

range of maritime vessel risks from textual reports.  

III. TEXTUAL DATA 

For this project, we used publicly available data in order to 

conduct research and analysis on maritime risks. Hence, we 

decided to focus on the United States’ Worldwide Threats to 

Shipping (WWTTS) weekly reports
4
 compiled by the National 

Geospatial-Intelligence Agency (NGA) in order to carry out 

our research endeavour. This valuable source issues weekly 

reports concerning important maritime incidents around the 

globe. The plain-text reports are published weekly by the 

Office of Naval Intelligence (ONI), including a summary and 

details of recent piracy acts and other hostile actions against 

commercial shipping worldwide, organized by geographic 

region. The reports also contain any recent developments in 

the efforts to prevent piracy and prosecute the aggressors. In 

our study, we selected reports generated in 2012 (52 weeks) 

for maritime risk extraction and analysis.  

IV. TEXTUAL RISK MINING METHODOLOGY 

In this study, we consider a span of text as a risk if the main 

intention is one of the following kinds of reported (in the NGA 

reports) vessel incidents: fired, robbed, boarded, hijacked, 

attacked, chased, approached, kidnapped, boarding attempted, 

suspiciously approached and clashed with.  

As a first step toward our goal, we built a few term files 

(lexicons), including a “maritime risk associates terminology”. 

Constructing the lexicons was a time-consuming, manual 

search process over related corpora and articles. However, the 

Risk Assessment Lexicon of the United States’ DHS
5
 and its 

Canadian counterpart [32] were used as reliable assets. 

The rest of this section elaborates on the different building 

blocks of the textual risk mining methodology used in this 

project. 

A. Maritime Risk Components Lexicon 

In order to collect some sort of signals or cues for the risk 

detection task, we focused on the risks described in the NGA-

WWTTS reports. We noticed that for each recorded incident, 

some risk factors were specified such as: the vessel at risk, the 

type of risk, the location where the incident occurred, the risk 

cause/motivation and some risk indicators (e.g., alarm, bomb, 

RPG-7, hurricane). For each of these risk factor categories, we 

built a lexicon that potentially plays the role of risk anchor 

point to explore the span of risks. The NGA-WWTTS dataset 

became the primary source that we manually exploited for 

creating the lexicons. However, we also relied upon additional 

resources and similar datasets to augment the lexicons. The 

UK’s Marine Accident Investigation Branch (MAIB)
6
 dataset, 

National Search and Rescue Manual (including abbreviations 

and terminologies)
7
, Risk Management Fundamentals

8
 and 

 
4
 Data can be downloaded at: (Accessed 2013-Nov-15) 

http://msi.nga.mil/NGAPortal/MSI.portal?_nfpb=true&_pageLabel=msi_porta

l_page_64  
5
 http://www.dhs.gov/xlibrary/assets/dhs-risk-lexicon-2010.pdf  

6
 Data can be downloaded at: (Accessed 2013-Nov-15) 

http://www.maib.gov.uk/publications/safety_digests.cfm 
7
 File can be downloaded at: (Accessed 2013-Nov-15) 

http://loki.cgc.gc.ca/cansarp/sarmanuals/nsm.pdf 

http://msi.nga.mil/NGAPortal/MSI.portal?_nfpb=true&_pageLabel=msi_portal_page_64
http://msi.nga.mil/NGAPortal/MSI.portal?_nfpb=true&_pageLabel=msi_portal_page_64
http://loki.cgc.gc.ca/cansarp/sarmanuals/nsm.pdf


 

DHS Risk Lexicon 2010
9
 are examples of these extra 

resources. 

Using the aforementioned repositories, we manually created 

the following lexicons: risk types (49 entries marked as 

<risk_threat>; e.g. kidnapped), vessel types (85 entries 

marked as <vessel>; e.g., tanker), risk indicators (212 entries 

marked as <risk_indicators>; e.g., alarm), risk specific 

locations (511 entries marked as <location_specific>; e.g., 

southeast of Cotonou) and risk general locations (72 entries 

marked as <location_general>; e.g., Nigeria). 

B. Annotation 

In the next step, we first manually annotated the span of risk 

descriptions (marked as <risk>); then, using the previous 

lexicons that were created manually (i.e., by human experts), 

we coded in Java the automated annotation
10

  of the 

corresponding risk factors. Fig. 1 illustrates an incident report 

with embedded (annotated) labels: 

 

 

Figure 1. Example of a textual incident report annotated with risk labels 

 

We automatically added other annotations such as part-of-

speech (POS) tags, geographical positions (latitude and 

longitude), as well as date and time.  

In the last stage, one of the authors manually annotated the 

spans that describe maritime risks in our twelve months of 

NGA reports. For validation and subjectivity measurements, 

20% of the reports were randomly chosen for annotation by 

another human judge (another author). According to the 

annotation done by the second annotator, the recall of the 

initial annotations was evaluated to 95.9%, while their 

precision was evaluated to 98%. We also computed the Kappa 

value that compensates for agreement by chance [33]. The 

Kappa value was 0.699, which indicates a good inter-

annotator agreement; therefore, we can consider the 

annotation to be reliable. Note that in our case, the probability 

of agreement between judges by chance is small, since we do 

                                                                                                     
8
 File can be downloaded at: (Accessed 2013-Nov-15) 

http://www.dhs.gov/xlibrary/assets/rma-risk-management-fundamentals.pdf 
9
 File can be downloaded at: (Accessed 2013-Nov-15) 

http://www.fema.gov/pdf/government/grant/2011/fy11_hsgp_lexicon.pdf 
10

 Annotations done in XML format. 

not have individual (i.e., separate) risk objects and any 

variable-size text span can potentially be considered a risk. 

C. Debugging and Label Editing 

Debugging the automated annotation programs, editing the 

lexicons, applying named entity recognizers (e.g., time and 

date) and part-of-speech taggers in parallel helped us to 

improve the quality of the annotations (i.e., improvement via 

semi-supervised bootstrapping annotation). That quality is 

considered an essential requirement for the training phase in 

the next stage. 

D. Extraction Learning 

We ran our automated extraction experiments on the textual 

NGA-WWTTS data that was annotated in the previous stages. 

For the learning process, we needed to separate training and 

testing sets. For this purpose, we either randomly split the 

annotated data into training and testing subsets (e.g., 75% and 

25%) or applied the well-known n-fold cross-validation 

procedure (i.e., the classifier is trained on n-1 folds of the data 

and tested on the remaining fold, then this is repeated n times 

for different splits, and the results are averaged over the n 

folds). We will report results for both cases.  

The learning process was done using a list of sequence 

classifiers. The main difference between the ordinary 

classifiers such as decision trees and sequence classifiers such 

as MEMM is that the former work on individual instances and 

are trained to classify instances of two or more objects 

whereas the latter are trained based on a sequence of objects. 

Hence, sequence classifiers need to find the spans (i.e. 

portions of the sequence with variable length) to be matched 

to any of the training annotations. Therefore, the baseline for 

precision and recall of the sequence classifiers is considered as 

zero. 

In order to potentially improve the quality of risk span 

extraction, we also performed pre-processing steps for 

tokenization and segmentation. As the outcome of these 

processes, we could extract additional risk-indicative features, 

including Unigram, Bigram and Tri-gram tokens individually 

assigned to their probabilities of occurrence inside, outside, 

ending and starting of the span of risks. The length of the risk 

spans was the last extra feature that was added to the list. Fig. 

2 depicts the flow diagram for the entire risk extraction 

procedure. 

 

Figure 2. Risk Extraction Architectural Diagram. 

V. EXPERIMENTAL RESULTS 

We found Precision, Recall and F-measure the most common 

and declarative evaluation measures recently used in most 

machine learning papers. The listed performance measures 



 

were calculated for a variety of sequence classifiers including 

Hidden Markov Model (HMM) and Conditional Random 

Fields (CRF) algorithms and their extensions. We ran our 

experiments with the following methods
11

: 

- MEMM: Applies logistic regression/Maximum Entropy to 

learn a conditional Markov model (CMM) [34] 

- SVMCMM: Applies probabilistic SVM to learn a 

conditional Markov model (CMM) (ibid). This method is 

analogous to the MEMM learner. 
- VPHMM: Applies the Voted Perceptron algorithm to learn 

the parameters of a Hidden Markov Model (HMM). This 

method is similar to CRF; however it is often less 

expensive to train [35] 

- VPCMM: Uses the voted perceptron algorithm to learn a 

"conditional Markov model" (CMM). This method is also 

analogous to the MEMM learner
12

 (ibid) 

- CRF (Seq. CRF): implemented based on the IIT CRF [36], 

in which optimization is performed using the limited-

memory BFGS technique of Nocedal and Wright [37].  

- CRF using the extra features (Seg. CRF). 

- CRf  without using the extra features. 

We set the number of epochs of all HMMs to 20; also 

subsequent experiments based on 20, 50, and 100 iterations 

led us to set the number of iterations for the CRF algorithm 

equal to 100 in order to achieve the best performance with a 

running time of less than 30 minutes, over the 5-fold
13

 cross-

validation on a PC with an Intel i7 processor and 8 GB of 

memory.  

Tables 1 and 2 show the performance of the risk span 

extraction on two set of experiments run on the NGA data. For 

evaluation purposes, we chose recall, precision and F1 

measures for two different scopes: Token level and Span level. 

In the first scope (i.e., token), we calculate the listed measures 

based on the number of tokens that belong to risk spans. In 

other words, if a token belongs to a risk span and tagged by 

the classifier as “risk”, we count it as a true positive; 

otherwise, we count it as false positive; the same strategy is 

taken for the negative side. For the second scope (i.e.. span), 

we evaluate our method based on whole spans of risks, that 

means, if our classifiers detect starting, ending and length of a 

risk span, that will be counted as a true positive; however if 

even one of the three factors were not exact, we count it as a 

false positive; again the same strategy is applied for the 

negative side. The best classifier (e.g., Seg CRF) achieved an 

F-measure of 0.99 for tokens and 0.90 for exact span 

matching, based on 75% training and 25% testing set split on 

the NGA dataset, as the first scenario. The results can be seen 

in Table 1.  

As for the second scenario, we calculated the performance 

measures on the two scopes using the 5-fold cross validation 

 
11

 The implementations of the above algorithms were drawn from the 

MinorThird NLP package. 
12

 For more details on VPCMM Learner please refer to the javadoc at: 

http://minorthird.sourceforge.net/javadoc/ (Accessed 2013-Nov-15) 
13

 We chose 5 folds to have enough risk span entries in each fold. 

strategy. This means that we split the entire dataset into 5 

equally sized folds with similar class distributions (about 10 

weeks of text reports in each fold), then trained a classifier on 

4 folds and tested it on the 5
th

 one; this is repeated 5 times on 5 

different combinations of train/test folds, and the results are 

averaged over the 5 runs. Results of the 5-fold cross-validation 

also confirm the results of our first set of experiments on the 

split train/test data. They showed that the Seq. CRF classifier 

achieved an F-measure of 0.98 for tokens and 0.85 for exact 

span matching. For more details please see Table 2. 

 
TABLE 1. RESULTS BASED ON A RANDOM SPLIT  

(75% TRAINING AND 25% TESTING SEPARATE SUBSETS) 

 
 

TABLE 2. RESULTS BASED ON  5-FOLD CROSS-
VALIDATION

 
 

The results showed that our system can detect and extract 

the span of a variety of maritime incident descriptions from 

unstructured human textual reports, with acceptable 

performance. The applied methodology can be potentially 

applied to detect and extract a wide range of well defined 

(non-subjective) textual concepts, when the concept is 

explained with a set of mostly known attributes and 

components in the content. We can apply the presented 

approach in other similar domains or tasks (e.g., detecting 

tsunami or earthquake early reports in local wiki news pages). 

However, concepts that are more abstract and / or subjective 

such as “Discrimination” would not work with the proposed 

approach.     

VI. CONCLUSIONS AND FUTURE WORK 

A risk mining methodology aimed at drawing meaningful 

information for maritime surveillance operators from textual 

reports describing vessel incidents has been proposed in this 

study. We conducted experiments based on a set of sequence 

classifiers in order to automatically detect and extract risk 

spans from the NGA-WWTTS dataset. As a result of our 

work, the following remarks can be formulated: 

 



 

- The textual risk indicator features can help us automatically 

extract the maritime risk descriptions out of the human-

written reports with acceptable accuracy. 

- The lexicons can be considered as the human intuitive core 

of the risk span extraction learning.  

- CRF is the most reliable approach to identify the risk 

descriptions. 

- These risk features could also be automatically extracted 

and integrated with other numerical data from vessel 

sensing systems in order to improve maritime situational 

awareness. 

- Human supervision is needed to ensure the generation of 

high-quality lexicons that consequently affect risk 

extraction performance. 

- The methodology can potentially be applied to similar 

concept analysis/detection tasks.  
 

In the future, we could use sLDA (supervised Latent 

Dirichlet Allocation) to automatically extract and augment the 

risk indicator lexicon. We also plan to experiment with a 

similar framework upon other maritime risk reporting sources 

(e.g., the MAIB dataset) in order to compare the quality of risk 

span extraction across different textual resources and 

consequently progress toward the projection and augmentation 

of our methodology onto different corpora in order to extract 

other types of information. 
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