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Impact Team in Georgian Partners

• Expertise in machine learning, security, privacy, natural language processing, software 

engineering.

• Enable portfolio companies to accelerate understanding and adoption of thesis areas. 

• Act as an extension to a portfolio company’s R&D capabilities.

• Engagements range from strategy workshops through to applied research. 
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Although it is often valuable to approach problems with conventional machine learning,

 Easier to implement, maintain and explain

Current trends in the Machine Learning research community focus on deep neural networks. 

What is deep learning?

Deep Neural networks are stacked, multilayer networks where each layer provides nonlinear information 

processing and corresponds to a different level of abstraction.

What are the advantages of DL over conventional Machine Learning?

• More flexible to capture rich and intricate patterns of data

• Easier Transfer Learning and better Modularity

• Automatically learn high-level feature representations

From Conventional Machine Learning to Deep Neural Networks



Learning Representation

• Handcrafting features:

• Are Domain/task dependent

• Requires domain/language expertise

• Might be over-specified or incomplete

• Why using deep learning to learn representation?

• Automatic feature learning

• Learning distributed representation

• Learning different-level of abstraction



One-hot Encoding Vs Distributed Representation

• One-Hot Encoding:

• Distributed Representation

*Figures from Richard Socher Slide



Why Neural Word Embedding?

• Soft clustering models, such as LSA or LDA, learn for each cluster/topic 

a distribution over words of how likely that word is in each cluster 

• Advantages of the neural word embedding approach:

• We can easily add supervision from one or many tasks to learn task-specific 

representation 

• We can build representations for large linguistic units 



Recurrent Neural Networks (RNN)
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Figure from WILDML

http://www.wildml.com/


RNN Extensions

• Bidirectional RNNs

• Deep (Bidirectional) RNNs

Figures from WILDML

http://www.wildml.com/


Long Short-
Term Memory 

(LSTM)

• LSTM [Hochreiter & Schmihuber ’97] has showed to 
be effective in a wide range problems:

• handwriting recognition [Graves, ’08],

• machine translation [Sutskever, ’14; Cho, ’14],

• speech recognition [Graves, ’13],

• image-to-text conversion [Vinyals, ’14],

• robot control [Mayer, ’08],

• etc.



Long Short-Term Memory (LSTM)

Figure from Christopher Olah
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• In conventional LSTM, history is summarized and 
encoded in memory cells in a sequential fashion.



Sequence-To-Sequence Model 
[Sutskever et al. 2014, Cho et al. 2014]



Sequence-To-Sequence Model 
[Sutskever et al. 2014, Cho et al. 2014]



Attention-based Model 
[Bahdanau et al. 2015, Luong et al. 2015]

14Cho, Montreal Summer School



Question Answering and Dialogue Generation

Vinyals et al. 2015



Syntactic constituency parsing

Grammar as a foreign 
language

Vinyals et al. 2015



Image Caption 
Generation (Xu 

et al, 2015)



SQL Queries Generation (Zhong et al, 2017)

• Using policy-based reinforcement 
learning to generate the conditions of 
the query, which are unsuitable for 
optimization using cross entropy loss 

• Seq2SQL leverages the structure of 
SQL to prune the space of generated 
queries and significantly simplify the 
generation problem



Neural-storyteller (Kiros et al, 2015) 



Visual Question Answering (Agrawal et al, 2016)



Other Approaches

• Pointer Networks (Vinyals et al, 2015)

It differs from the previous attention attempts in that, instead of using 
attention to blend hidden units of an encoder to a context vector at 
each decoder step, it uses attention as a pointer to select a member of 
the input sequence as the output.

• Neural Turing Machines (Graves et al. 2014)
A Neural Turing Machine (NTM) architecture contains two basic 
components: a neural network controller and a memory bank. Like most 
neural networks, the controller interacts with the external world via 
input and output vectors. Unlike a standard network, it also interacts 
with a memory matrix using selective read and write operations.

• Memory networks (Sukhbaatar et al, 2015) 



Other Resources

• DeeDeep Learning for NLP (without Magic) 
https://nlp.stanford.edu/courses/NAACL2013/NAACL2013-Socher-
Manning-DeepLearning.pdf

• Recurrent Neural Networks Tutorial 
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-
part-1-introduction-to-rnns/

• Deep Learning for Machine Translation 
https://drive.google.com/drive/folders/0B16RwCMQqrtda2toU29Za1
9qcWM

https://nlp.stanford.edu/courses/NAACL2013/NAACL2013-Socher-Manning-DeepLearning.pdf
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/

