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Lecture Outline

1. What is Prompting? How do we prompt language 
models?

2. Prompt Engineering
• Manual prompts
• Automated prompts
• Discrete vs continuous prompts

3. Chain of thought prompting

4. In-context learning
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A Short History of Language Modelling
• Language models date way back to Shannon, etc. in the 50s-60s

• Until 10-15 years ago: Language models used a database of word 
counts from a corpus of text to estimate probabilities
• Improved speech recognition and machine translation systems
• NLP systems for other tasks ignored language models and 

required millions of examples to learn tasks 

• 10 years ago: Deep Learning coupled with Transfer learning 
made language models effective
• NLP systems began to use language models as a starting point 

to learn tasks, but still need thousands of examples to do so 

• Last 3 years: Scale up (data & model) and prompting
• GPT series of models
• Simply prompt or instruct these models to do the task
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Earlier in this class: Supervised Finetuning

Typically need tens of thousands of examples!!!

Does not work well if we no not have finetuning data …
• The model might not be able to adapt to the finetuning data based on just a small dataset 

and might forget everything it has learner during pretraining.
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Parameter efficient finetuning
A partial solution to this problem:
• Just finetune a subset of the parameters for each task

Still need thousands of examples!!!
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Prompting: Why even finetune?
For many tasks, supervised finetuning data may not be available

Key idea: Prompting enables models to circumvent this by learning a LM 
that models the probability P(x; θ) of the input text x, and using this 
probability to predict y, reducing or obviating the need for large supervised 
datasets.

Prompting is non-invasive:
• It does not introduce any additional parameters or require direct 

inspection of a model’s representations.

It can be thought of as a lower bound on what the model “knows” 
about the new task (x 🡪 y) and this information is simply extract from the 
LM via prompting.
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Key idea: We manually design a “prompt” that demonstrates how to 
formulate a task as a generation task.

No need to update the model weights at all!
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Prompting:

We can also do prompt-based fine-tuning if we have supervised data.
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Prompting a bit more formally

Lets say we have a classification task, e.g. sentiment classification
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Prompting a bit more formally
Directly use
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The Dark Art of Prompt Engineering
Question Answering:

Word sense:
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The Dark Art of Prompt Engineering
In general, prompting is a dark art
• Requires domain expertise and trial and error

The challenge is to find a template T and label words M(y) that work in 
conjunction
• Slight variations in prompts can lead to differences!
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Can we Automate Prompt Design?
Some initial work on automating discrete prompt design with moderate success:

1. Mine prompt candidates from a large corpus (Jiang et al. 2020)

• Search for strings in a large text corpus, e.g. Wikipedia, that contain both training 
inputs x and outputs y

• Identify the middle words or dependency paths between them
• Use the middle words/paths as templates in the form of “[X] middle words [Z]”

2. Paraphrase approach
• Translating the prompt into another language and back (Jiang et al., 2020)
• Use a thesaurus to replace words (Yuan et al., 2021)
• Train a neural prompt rewriter designed/trained with the objective of improving 

the accuracy of systems that use the prompt (Haviv et al., 2021)

3. Training a text generation model for generating prompts
• Pre-train a T5 model for the template search

Generate multiple prompts from all the training examples, or a few well-chosen examples.
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Automating Prompt Design Somewhat Works
Recall the LAMA probe.

Manually 
designed prompts 

in LAMA probe

Mined prompts
Mined+Manual

Mined🡪Paraphrased
Manual🡪Paraphrased

Opti. Prompt outputs are ensembled (i.e predictions are weighted and combined)

(Jiang et al. 2020)

LAnguage Model Analysis 
(LAMA): A set of knowledge 
sources (set of facts) for 
analyzing the factual and 
commonsense knowledge 
contained in LLMs 
(Perrori et al., 2019)
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Continuous Prompts
Recent approaches have explored continuous prompts (also sometimes known 
as soft prompts) that prompt the model directly in its embedding space.

One approach (we have already seen) is prefix tuning.



17

Prefix Tuning (Li et al. 2021)

Prefix-tuning freezes Transformer parameters and only optimizes the prefix 
(red prefix blocks).
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Advanced Prompting
1. Prompting with demonstrations

2. Chain of Thought Prompting
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Prompting with Demonstrations
Lets assume we have a few shots:
• We have a small collection of input-out exemplars.
• These exemplars serve as demonstrations of the behavior that one 

would like the LM to emulate.

We can use prompting in this case:

Key idea: Augment the standard prompt “France’s capital is [X]” by 
prepending the examples: 

“Great Britain’s capital is London . Germany’s capital is Berlin . France’s 
capital is [X]”.

No parameter updates to the model as before!
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Challenges in Prompting with 
Demonstrations

Prompting with demonstrations for few-shot learning is very popular. 
It works!

However, as in prompt design, we have several questions:
1. What examples to include in the prompt to make the demonstration

effective?
2. How to order the examples in the prompt. Different demonstration 

orders can result in very different performance (Lu et al., 2021).

We can partially tackle this issue, e.g, by:
1. using sentence embeddings to sample examples that are close to 

the input in the embedding space (Liu et al., 2021a; Drori et al., 
2022).

2. As for the order of the labeled examples, we can also learn a model to 
score different candidate permutations (Lu et al., 2021).
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In-context Learning
This idea of prompting with demonstrations was called In-context learning in the 
original GPT-3 paper.

On many NLP benchmarks, in-context learning is competitive with models 
trained with much more labeled data and is SOTA on LAMBADA 
(commonsense sentence completion) and TriviaQA.

It enabled various applications:

Writing code 
from natural 
language 
descriptions

App 
design

Generalizing 
spreadsheet 

functions
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Chain of Thought Prompting
An approach to solve multi-step reasoning problems via prompting.

Key idea: Eliciting the model to produce a step-by-step solution of a
problem can lead to a more accurate final answer (Wei et al. 2022)

So, if we prompt the model to reason step-by step, it might do well at 
multi-step reasoning problems.
• A solution: Simply by adding “Let’s think step-by-step” to the prompt 

before the model’s answer
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Thinking step-by-step works

step-by-step

step-by-step
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Chain of Thought Prompting
This idea can be combined with the idea of including demonstrations in 
the prompt (Wei et al. 2022). This is called Chain of Thought (CoT) 
prompting.
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Chain of Thought Prompting
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Chain of Thought Prompting
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Thanks!




