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Neural IR  systems

• Pre-BERT models

• Using BERT-like models

• Three corpora:  size of the collection and average document length.
• The MS MARCO document corpus was also used for TREC 2019 Deep Learning Track document 

retrieval task.
• The MS MARCO passage corpus was also used for the TREC 2019 Deep Learning Track
• passage retrieval task. Passage relevance taken from document relevance.
• Training, development and test queries. Large number of queries.



Large collections, many queries

• Size of the set of evaluation topics, in terms of the number of queries and the average  length of 
each query L(q).

• The amount of relevance judgments available, in terms of positive and negative labels. Average 
number of judgments per query, and the number of relevant labels per query.



Pre-BERT models

Representation-based models (left)

• independently learn vector representations of query and documents that can be compared to compute

• relevance scores using simple metrics such as cosine similarity. 

Interaction-based models (right)

• explicitly model term interactions in a similarity matrix that undergoes further processing to arrive at

• a relevance score.



Using BERT for IR

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

by Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova, 

Oct 2018, Google

Large pre-trained language model, available for download, started to be used in many NLP applications.



More IR evaluation measures

• Mean Reciprocal Rank – mean over all queries of Reciprocal Rank (RR)
• RR (q) =  1 / rank i

where ranki is the smallest rank number of a relevant document. 

• if a relevant document appears in the first position, reciprocal rank = 1, 1=2 if it 
appears in the second position, 1=3 if it appears in the third position, etc. 

• Normalized Discounted Cumulative Gain (nDCG) 
• used to measure the quality of web search results

• designed for graded relevance judgements

• https://en.wikipedia.org/wiki/Discounted_cumulative_gain



Retrieve then re-rank using BERT

• Candidate texts are retrieved from the document collection, typically with 
exact-match bag-of-words queries against inverted indexes.

• These candidates are then re-ranked with a transformer model such as BERT.



Learning to Rank: monoBERT



Learning to Re-Rank with BERT

• monoBERT adapts BERT for relevance classification by taking as input 
the query and a candidate text (surrounding by appropriate special 
tokens). 

• The input vector representations comprise the element-wise summation 
of token embeddings, segment embeddings, and position embeddings. 

• The output of the BERT model is a contextual embedding for each input 
token. 

• The final representation of [CLS] token is fed to a fully-connected layer 
that produces the relevance score s of that text to the query.

• P(Relevant=1|di,q)



Performance improvements

• The effectiveness of monoBERT on the TREC 2019 Deep Learning 
Track passage retrieval test collection



Extensions

• BERT is restricted to short texts (512 tokens).

• Sentence models. 

• Extension to work with longer documents.



Examples of results for longer documents.


