
  
   

 

Frame-Based Bandwidth Allocation for 
Agile All-Photonic Networks 

 

 

 

Cheng Peng 

 

 

 

Thesis submitted to the  

Faculty of Graduate and Postdoctoral Studies 

 In partial fulfillment of the requirements  

For the PhD degree in name of program 

Computer Science 

Ottawa-Carleton Institute for Computer Science 

School of Information Technology and Engineering  

Faculty of Engineering 

University of Ottawa 

 

© Cheng Peng, Ottawa, Canada, 2007 



 - 1 - 
   

 
University of Ottawa 

Abstract 

Frame-Based Bandwidth Allocation for Agile All-Photonic Networks 

by Cheng Peng 

The term “agility” in optical networks describes the ability to deploy bandwidth on demand 

at fine granularity that allows carriers to provision and deploy services rapidly. An overlaid 

star all-photonic WDM network, called the Agile All-Photonic Network (AAPN), can 

provide such agility through multiplexing over each wavelength in the time domain. The 

AAPN consists of a number of hybrid photonic/electronic edge nodes connected together 

via a number of optical core nodes. Each of the core nodes consists of a number of buffer-

less transparent photonic space switches, one for each wavelength, and links to all edge 

nodes via optical fibers. Each edge node aggregates traffic in buffers, segments it as slots 

(i.e. units), and transmits the slots in photonic form across the network. For bandwidth 

sharing, the core nodes are required to perform reconfiguration periodically according to 

the traffic demand information sent by the edge nodes.  

In this thesis, it is studied how the core nodes distribute the bandwidth to adapt to the traffic 

in the edge nodes and how the edge nodes perform routing in the AAPN so that the traffic 

is less congested and can reach the destination with short delay. 

For the former problem, the alternating projections method and the quick Birkhoff-von 

Neumann decomposition method are proposed which provide a simple and efficient 

bandwidth allocation scheme for the AAPN core nodes.  

For the second problem, a routing method is proposed which provides a trade-off between 

the delay and the blocking probability, i.e. the method improves the delay performance of 

the network dramatically under the low load while not affecting the blocking performance 

at high load. 
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1. Introduction 

1.1. Problem Statement 
We consider an overlaid-star all-photonic WDM network, called the Agile All-

Photonic Network (AAPN) [Boch2004] [Hall2005] [Mason2006], with the ability to 

deploy bandwidth on demand at fine granularity through multiplexing in the time domain, 

which is based on the principle of time division multiplexing (TDM) [Boch2004].  
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Figure 1.1: The AAPN networks 

The AAPN (as shown in Figure 1.1.1) consists of a number of hybrid 

photonic/electronic edge nodes connected together via a number of optical core nodes. 

Each of the core nodes consists of a number of buffer-less transparent photonic space 

switches, one for each wavelength, and links to edge nodes via optical fibers. Each edge 
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node aggregates traffic in buffers, segments it as slots (i.e. units), and transmits the slots in 

photonic form across the network.  

In contrast to current optical networks, the AAPN has the property that not only 

transmission but also switching are performed in the optical domain. The absence of 

optical-electrical-optical (OEO) conversion at the core nodes leads to two important 

advantages: greatly increased capacity and transparency to data format and bit rate.  

For bandwidth sharing, these switches residing at the core nodes are required to 

perform reconfiguration periodically according to the traffic demand information sent by 

the edge nodes. In this thesis, it is studied how the core nodes distribute the bandwidth to 

adapt to the traffic in the edge nodes. For the overlaid star topology, the edge nodes must 

determine the lightpaths between source and destination. Consequently, it is worth studying 

how the edge nodes perform routing in the AAPN so that the traffic is less congested and 

can reach the destination with short delay. 

 

1.2. Motivation and Objective 
In the AAPN research project, the timeslot duration is specified as 10 microseconds 

with a configuration overhead of less than 1 microsecond. The designed link capacity is 

10Gbps. In such a high-speed environment, the bandwidth adaptation, i.e. a change of 

schedule, should be done within 10 microseconds to a few milliseconds, which motivates 

us to find a bandwidth allocation scheme that possesses the following four properties: 

 Fast: To achieve the bandwidth sharing with fine granularity, it is important that 

the scheme does not become the performance bottleneck. The scheme should 

therefore have a computation complexity as low as possible. 
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 Simplicity: To enable a practical implementation over fast optical switches, the 

scheme should be as simple as possible. 

 Efficiency: An efficient bandwidth allocation scheme is one that maximizes the 

volume of traffic served by the switching fabric. 

 Stability: For a given admissible traffic pattern, the scheme is said stable if the 

expected occupancy of the buffers at the edge nodes remains finite. The term 

“admissibility” implies that the traffic does not oversubscribe the source or 

destination ports. 

 No Starvation: A non-empty input-queue is said to be starved if, for a given traffic 

pattern and scheduling algorithm, it remains unserved indefinitely. 

With these objectives, we may partition the problem into two main components: the 

scheduling and the routing. The former is solved by a centrally-controlled scheduler 

residing at the core node where a simple and efficient timeslot allocation scheme runs for 

bandwidth sharing; the latter is solved by proposing a core selection scheme residing at 

each edge node where lightpaths are determined. 

 

1.3. Contribution of the Thesis 
There are five main contributions deriving from this thesis work. 

1. A bandwidth allocation method, called the alternating projection method, is 

proposed. The bandwidth allocated in the optical network successfully adapts 

dynamically to the traffic demands. The method satisfies the efficiency, stability 

and no-starvation objectives outlined above. 
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2. A simple and efficient bandwidth configuration approach, called the quick 

Birkhoff-von Neumann decomposition method, is proposed which has the lowest 

time complexity compared with other known heuristic methods. The method 

satisfies the speed objective outlined above. 

3. Concentrators/distributors 1  can be introduced in the AAPN to improve the 

scalability of the network. A bandwidth allocation scheme is proposed for the core 

node in the context of AAPN with concentrators. 

4. An extension of the proposed bandwidth allocation scheme is in the context of 

QoS. This new scheme, called the QoS guaranteed frame-based bandwidth 

allocation scheme, is proposed to support guaranteed QoS. 

5. A routing method is proposed by which the source edge node can select the 

shortest available path under low traffic load and balance the traffic when the 

traffic load is high. Compared to the well-known least-congested-path routing 

strategy, the method improves the delay performance of the network dramatically 

under the low load while not affecting the blocking performance at high load.  

 

1.4. Outline of Thesis 
The thesis is organized as follows. Chapter 2 gives a literature review of various switch 

architectures, scheduling schemes and network routing strategies. Chapter 3 on bandwidth 

allocation describes the approach used to construct the traffic demand matrix and the 

service matrix, where the alternating projection method is described and the performance 

and complexity assessed by discrete event simulation. Chapter 4 defines and compares the 

                                                 
1 Refer to Section 2.1.2.2 
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quick Birkhoff-von Neumann decomposition method with existing alternatives and 

proposes a simple and efficient bandwidth configuration approach that can provide QoS 

guarantee. Chapter 5 addresses the load sharing or routing problem in AAPN topology and 

chapter 6 concludes and identifies some areas for further research. 
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2. Background 

2.1. Architecture 

2.1.1. Switch Architecture 

Optical network infrastructure is facing the requirement to support and adapt to the 

growth of traffic in backbone networks. Advances in fiber throughput and optical 

transmission technologies have enabled operators to deploy dramatically increasing 

capacity. However, switching technologies have not advanced at the same pace and have 

become the bottleneck of network bandwidth.  

For the switches working under TDM mode, the term “blocking” is used to describe 

the difficulty of setting up a circuit because the output port has been occupied. Since 

switches can only serve one slot per timeslot for each output port, it is necessary to store 

slots within switches while they wait for their destination port to become free. Hence, the 

switches usually adopt the architecture consisting of a switch fabric that sets up a 

connection between input and output ports and buffers that store slots according to a 

suitable queuing discipline. 

2.1.1.1. Output-Queued Switch 

The ideal switch architecture is the output-queued (OQ) switch that consists of a 

crossbar circuit switch equipped with buffers at its outputs that queue slots for transmission 
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(Figure 2.1). This architecture is considered ideal because the arriving slots can be switched 

to the corresponding output port without waiting at the input port. Hence, it provides the 

highest throughput (100%) and the lowest delay [Karol1987]. By “100% throughput” it is 

meant that the expected occupancy of every buffer is finite. However, the scalability of OQ 

switches is restricted due to a mandatory internal speed-up of the circuit switch by a factor 

of N  for a N N  switch, which is necessary for OQ switches to handle the worst case 

scenario, i.e. slots at all N  input ports contend for the same output port. The “speed-up” 

can be measured by the number of slots served from a single input or to a single output port 

in the same timeslot.  

 

 

Figure 2.1: Architecture of output-queued 

switches 

2.1.1.2. Input-Queued Switch 

The scalability issue can be overcome by adopting Input-queued (IQ) switches that 

buffer slots at the input ports of the switch fabric only (Figure 2.2). In this case, a 

scheduling algorithm must be used to determine when the slots pass through the switch 
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fabric without the blocking at the output port. Consequently, it is not necessary to run the 

crossbar faster than the input line speed.  

 

 

Figure 2.2: Architecture of input-queued switches 

IQ switches suffer from inherently poor performance due to head-of-line (HOL) 

blocking. HOL blocking arises when the input buffer is arranged as a single first-in-first-

out (FIFO) queue at each input port of the crossbar: a slot destined to a free output port may 

be held in line due to the slot ahead waiting for an output port that is not free. Even with 

independent identically-distributed (i.i.d.) Bernoulli arrivals, a very benign type of traffic, it 

is well known that the HOL blocking can limit the throughput to just 

2 2 58.6%  [Karol1987] [Hluchyj1988]. Some technologies [Chen1994] [Karol1988] 

have been suggested for reducing HOL blocking, e.g., considering the first K  slots in the 

FIFO queue instead of only the first one. However, these approaches are sensitive to traffic 

patterns and perform no better than regular FIFO queuing when the traffic is bursty 

[McKeown1995]. In fact, a simple solution to eliminate HOL blocking is by adopting so-

called virtual output queuing (VOQ) [Tamir1988]. The basic idea is that an input port 

maintains a queue at each input port for each output port so that the slots in each VOQ have 
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the same destination. Hence, the waiting of the head slot means the destination output port 

corresponding to the VOQ is busy. The use of VOQ with a suitable scheduler permits a 

100% throughput for both uniform and non-uniform traffic [Mekkittikul1998] 

[McKeown1996]. However, a complex scheduling algorithm is necessarily employed to 

resolve contention at the input port of the switch fabric between slots destined to different 

outputs [Anderson1993].  

2.1.1.3. Combined Input/Output -Queued Switch 

As shown in Figure 2.3Figure, a switch may have buffers at both the input and output 

ports and is known as a combined input/output queued switch (CIOQ). In this case, the 

speed-up of the crossbar switch may be between 1 and N . The CIOQ architecture with a 

speed-up of two can emulate perfectly an ideal OQ switch, but the scheduling algorithm is 

too complex to be practical [Stoica1998] [Chuang1999]. 

 

 

Figure2.3: Architecture of combined input/output queued switches 
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2.1.1.4. Summary 

Table Table 2.1 summarizes the characteristics of the different switch architectures. In 

this comparison, it is shown that the OQ switch is not deemed practical due to the 

mandatory high speed-up. The CIOQ switch may gain the same performance as the OQ 

switch does by employing a speedup of two. The IQ switch, on the other hand, is not 

capable of emulating the OQ switch. 

 

 OQ switch IQ switch CIOQ switch 

Architecture 
Switch fabric + 
buffers at output 

ports 

Switch fabric + buffers at 
input ports 

Switch fabric + buffers at 
both input and output 

ports 

Blocking No No No 

Speed-up N 1 
Between 1 and N 

(e.g. 2) 
 

Table 2.1 Comparison of different switch architectures 
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2.1.2. AAPN Architecture 

2.1.2.1. AAPN without Concentrators / 

Distributors 

As shown in Figure 2.4, the AAPN consists of a number of hybrid photonic/electronic 

edge nodes connected together via a core node that contains a stack of bufferless 

transparent photonic space switches one for each wavelength. An edge node contains a 

number of VOQs for the traffic destined to each of the other edge nodes. Traffic 

aggregation is performed in these queues, where packets are collected together in fixed-size 

slots that are then transmitted as single units across the network via optical links. At the 

destination edge node the slots are partitioned, with reassembly as necessary, into the 

original packets.  

 

 

 

 

 

 

 

 

 

 

Figure 2.4: AAPN Star Topology without Concentrators 
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In the AAPN, one of the edge nodes is co-located with the core code, where a 

scheduler is equipped. The scheduler is used to dynamically allocate timeslots over the 

various wavelengths to each edge node. When the AAPN operates in TDM mode, each 

edge node signals a bandwidth request to the edge node co-located with the core (i.e. the 

scheduler) along control channels before sending the slots. The scheduler at the core node 

allocates timeslots to each edge node over an appropriate wavelength based on the request. 

The schedule1 is signalled back to inform each edge node of the timeslots that it may use to 

transmit its traffic for each destination, and the core switches are re-configured in 

coordination with the edge nodes according to the bandwidth allocated. 

2.1.2.2. AAPN with Concentrators/Distributors 

An issue for the AAPN is the scalability that is limited by a restriction on the number 

of ports of the core switches. The restriction is hard to overcome due to the physical 

dilemma between switch speed and large port counts. In order to improve the scalability, a 

device, called concentrator/distributor, is employed [Maier2002] [Kamiyama2005].  As 

shown in Figure 2.5, a concentrator/distributor in AAPN consists of two devices: an optical 

combiner and splitter. The combiner is used to aggregate upstream (from edge nodes to 

core nodes) traffic in the optical domain. The splitter is used to distribute a downstream 

(from core nodes to edge nodes) optical signal to an edge or a number of edges. The 

concentrator may be realized with active or passive optical devices. 

 

                                                 
1  The term “schedule” used in this work denotes the switch descriptor that contains the switch state 

information, i.e. the connection time and pattern between input and output ports.  For example, the schedule 
may include the following information, ‘input port 0 will be connected with output port 7 at the 80th 
timeslot’. 
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Figure 2.5: AAPN overlaid star topology with concentrators  

For passive optical combiners and splitters, data is broadcast by the distributors to all 

edge nodes in the downstream direction. In the upstream direction, data is merged onto the 

same fiber; each edge node can transmit data only during the timeslots granted to them. The 

timeslots are synchronized so that transmission slots from different edge nodes do not 

collide. 

When the AAPN with passive concentrators/distributors operates in TDM mode, each 

edge node signals a bandwidth request to the core via a concentrator in sequence for 

blocking avoidance before sending the slots. The scheduler at the core allocates timeslots to 

each edge node over an appropriate wavelength based on the request. The schedule is 

signalled back to inform each edge node of the timeslots that it may use to transmit its 

traffic for each destination, and the core wavelength switches are re-configured in 

coordination with the edge nodes according to the bandwidth allocated. Due to the 
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broadcast feature of passive distributors in the downstream direction, the core also needs to 

inform each destination edge-node of the timeslots that it may use to receive its traffic. 

The concentrators/distributors may also be realized with active selector switches 

[Mason2005]. In the downstream direction, data is sent to its destination edge node by the 

selector switches. Hence, global synchronization is required across wavelengths, i.e. the 

selector switches need to know exactly when the data arrive and where to send. In the 

upstream direction, the selector switch merges different wavelengths into fibres. 

2.1.2.3.  Summary 

As shown in Figure 2.6, the architecture of AAPN is analogous to that of IQ (without 

speedup) or CIOQ (with speedup) switches where the switch fabric and buffers are 

distributed to different places and connected by optical fibres. Therefore, the scheduling 

algorithms that apply to the IQ switches in the literature may be used to inspire the design 

of the scheduling algorithms in the AAPN. However, the existence of propagation delays 

will degrade delay performance compared to localized switches. 
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Figure 2.6: The AAPN with one core node 

 

2.2. Bandwidth Sharing Schemes 
There are two kinds of bandwidth sharing schemes, i.e. optical burst switching (OBS) 

[Yoo1999] and TDM, which may be adopted in the AAPN.  

2.2.1. Optical Burst Switching 

The OBS exploits the large available bandwidths by reducing the electronic processing 

of optical packets. Data packets are aggregated into much larger bursts (alternatively, slots) 
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at the edge of the network. Each burst is transmitted after the corresponding control packet 

(requesting the necessary resources at each intermediate node) is sent on a separate control 

channel. If the required capacity can be reserved, the burst can successfully pass through 

the core nodes; otherwise it will be dropped. After the burst transmission, the channel is 

released allowing for other burst transmissions to use it. This statistical multiplexing of the 

channel among multiple bursts improves the backbone efficiency and offers excellent 

scalability. 

However, data loss due to burst contention is a major concern [Liu2005a]. Contention 

occurs when two or more bursts arrive via the same wavelength at a given output port of a 

switch at the same time. Several mechanisms have been proposed to reduce burst 

contention: fiber delay lines [Turner1999], wavelength conversion [Turner1999], deflecting 

routing [Chen2003], burst segmentation [Maach2002] or retransmission [Agusti2005]. 

Nevertheless, the AAPN assumes that there exist neither fibre delay lines, nor deflection 

routing, nor wavelength converters. It is shown in [Agusti2005] that the OBS has a poor 

delay performance under uniformly distributed Poisson traffic when the load is greater than 

0.6 and the network retransmits the dropped bursts. Though burst segmentation does not 

need retransmission and thus improves the delay performance at high load, the data loss is 

too high to be used in practice.  

2.2.2. Time Division Multiplexing 

The TDM scheduling algorithms can be classified into two categories: slot-by-slot 

allocation and frame-by-frame allocation (Figure 2.7). The former essentially calculates a 

new switch configuration for each timeslot and the switch fabric is updated to change the 
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interconnections between input and output ports every timeslot. The latter groups a number 

of timeslots together to form a frame and switch configurations are only updated when 

necessary (i.e. a request for setting up or releasing a connection arrives, c.f. SONET). In 

this thesis, the concept of the frame-by-frame allocation is somewhat different: a number of 

switch configurations for a given frame are calculated based on traffic demand and these 

configurations are updated every frame. 
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Figure 2.7: TDM scheduling algorithms 

The difference between the slot-by-slot allocation and the frame-by-frame allocation 

lies in: 

 The slot-by-slot allocation has to signal core nodes every timeslot. The frame-by-

frame allocation does not need to do so, but an extra average delay, equal to half 

the frame size, is introduced. The slot-by-slot allocation method outperforms the 

frame-by-frame allocation method in terms of delay (but only half the frame size). 
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 The frame-by-frame allocation method could adjust the order of its generated 

schedules to fulfill additional requirements, e.g. to make switches re-configure as 

seldom as possible. The slot-by-slot allocation cannot achieve this. 

 It is reported in [Liu2005b] that, for link distances larger than approximately 

600km, frame-by-frame allocation may produce marginally smaller end-to-end 

delay than slot-by-slot scheduling1. 

The slot-by-slot allocation method can be modeled as the bipartite graph matching 

problem, i.e. finding a matching for each timeslot according to a bipartite graph. A bipartite 

graph  , ,i jG V V E  is a mathematical structure consisting of two disjoint vertex sets, iV  

and jV , identified here with input and output switch ports respectively, and one edge set E , 

where each edge joins one vertex from each vertex set. The vertices iu V  correspond to 

the input ports of switches; the vertices jv V  correspond to the output ports of switches; 

and the edges  ,u v E  represent the interconnections between them (Figure 2.8).  

 

                                                 
1 This result is achieved based on Poisson traffic, with 90% offered traffic load, for a single high quality, best 

effort transport service class. 
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Figure 2.8: A bipartite graph G 

A bipartite graph matching MG  is a sub-graph of G such that no more than one edge is 

incident on any vertex. A bipartite graph matching MG  is said perfect if there is an edge 

incident to every vertex. (Figure 2.9). The bipartite graph matchings represent the 

configurations of a switch, i.e., the connectivity pattern between input and output ports 

without contention. 

The slot-by-slot allocation algorithms can be classified into three categories, i.e. 

maximum size/weight matching, maximal size/weight matching and stable marriage 

matching. The problem with these approaches is that the input queues may become 

unstable under non-uniform traffic distributions without internal switch speedup 

[MeKeown1996]. 
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Vi Vj

E

 

 

Figure 2.9: A perfect matching MG  of the bipartite graph G of 

Figure 2.8 

2.2.2.1. Maximum Size/Weight Matching 

A maximum size/weight1 matching for a bipartite graph can be found by solving an 

equivalent network flow problem [Cormen2001][Saberi2006a]. The most efficient 

maximum size matching algorithm has a complexity 2.5( )O N  [Hopcroft1973] where N  

denotes port count of a switch, which is believed not practical because it is too complex to 

be implemented in hardware and takes too long to complete [McKeown1999]. The 

maximum size matching is not able to maximize the throughput of an IQ switch because it 

may cause some queues to be starved of service indefinitely [McKeown1996]. 

                                                 
1 The maximum size matching maximizes the cardinality of a matching while the maximum weight matching 
maximizes the weight of a matching. The weight may be measured by the occupation of each VOQ, the traffic 
arrival rate, the waiting time of the slot at the head of line and so on. 
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Different from maximum size matching where the cardinality of a matching is 

maximized, a maximum weight matching maximizes the total weight of a matching. The 

weight may be represented by measurable parameters such as occupation of each VOQ, 

rejection rate [Saberi2006b] and so on. The main concern of this matching algorithm is the 

high computation complexity.  

2.2.2.2. Maximal Size/Weight Matching 

In order to reduce the computation complexity, heuristic algorithms called maximal 

matching algorithms have been proposed. A common characteristic of these algorithms is 

that they add each edge to a matching one at a time1, and if the edge has been added it will 

not be later removed from the matching2. The algorithm terminates when no input or output 

ports remain unnecessarily unmatched. The edge-adding procedure contains a number of 

edge-adding iterations. At each iteration, three arbitration steps operate in parallel on each 

input and output port. As shown in Figure 2.10, these steps are:  

Step1: Request. Each unmatched input port sends a request to each output port for 

which it has slots to send;  

Step2: Grant. Any unmatched output port that receives more than one request grants 

one request according to a certain input port selection rule;  

Step 3: Accept. Any input port that receives more than one grant accepts one of them 

according to a certain output port selection rule.  

                                                 
1 The initial matching does not contain any edges. As more edges are added in, the matching tends to become 

maximal, i.e. no further edge can be added. 
2 As a comparison, the maximum matching may remove earlier added edges in order to maximize the weight or 

cardinality of a matching.   
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Each iteration only takes into account those input and output ports that remained 

unmatched in the previous iterations. The algorithm stops when no input or output ports 

remain unnecessarily unmatched. 
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Figure 2.10: Three arbitration steps of the maximal size/weight 

matching for a given iteration 
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In the literature, many scheduling algorithms have been proposed which follow the 

maximal size matching scheme. The difference among them lies in the different selection 

rules on input and output ports.  

Parallel Iterative Matching (PIM) [Anderson1993] and its variance the statistical slot-

by-slot scheduling [Liu2005b] use a random process to select input and output ports, and 

thus avoids starvation. The algorithm finds a maximal match in (log )O N  iterations, on 

average, independent of the pattern of requests.  

Karp [Karp1990] proposed a simple randomized algorithm for on-line bipartite 

matching. Karp’s approach is different from PIM in that Karp’s approach visits input ports 

in random order and finds bipartite graph matchings by visiting output ports in order. 

Iterative Round-Robin Matching (iRRM) [McKeown1993] uses round-robin arbiters to 

select input and output ports. One drawback of the algorithm is that it cannot achieve 100% 

throughput for admissible traffic when the load is heavy. 

Iterative Round-Robin with SLIP (iSLIP) [McKeown1999] is identical to iRRM 

except for the input port selection rule in Step 2 which requires the round-robin arbiter on 

an output port to adjust itself to one location beyond the granted input port if the grant is 

accepted in Step 3; otherwise, the arbiter runs in a round-robin fashion. This small change 

to the iRRM leads to an improvement of throughput. The algorithm can achieve 100% 

throughput for uniform traffic, and quickly adapts to an efficient round-robin policy among 

the busy queues under non-uniform traffic. 

FCFS (first-come-first-serve) in Round-Robin Matching (FIRM) [Serpanos2000] 

differs from iSLIP only in the input port selection rule, i.e. if the grant is not accepted in 

Step 3, the round-robin arbiter on an output port adjusts itself to the granted input port. It is 

shown that FIRM achieves a lower mean slot delay than iSLIP does at high load. 
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Dual Round-Robin Matching (DRRM) [Chao2000] simplifies the arbitration to two 

steps.  

Step 1: each unmatched input port selects one of the output ports for which it has slots 

to be sent in a round-robin fashion, and sends a request to that port; 

Step 2: any unmatched output port that receives more than one request grants one in a 

round-robin fashion. 

The DRRM algorithm is more sophisticated than iSLIP in the sense that less 

information exchange is needed between input and output ports. A simulation [Chao2000] 

shows that DRRM’s and iSLIP’s performances are comparable at speedup of 2, while they 

have almost the same performance when the speedup is larger than 3. 

Logical Equivalence of Parallel Iterative Matching (LE-PIM) [Nong1999] is similar to 

DRRM in that, at each iteration, an input port sends a request to one output port only. The 

difference is that LE-PIM uses a random process to select input and output ports, while 

DRRM uses round-robin. 

The maximal size matching algorithms only need to know whether the VOQs at the 

input ports are empty or not. If the traffic is non-uniform and the occupation of some 

queues starts to increase, these algorithms cannot increase the service to these queues and 

further reduce their backlogs. In order to solve the problem, the concept of a “weight” is 

introduced to the maximal size matching algorithms; the new algorithms are called 

maximal weight matching algorithms. The weight could be measured by the occupation of 

each VOQ, the traffic arrival rate, the waiting time of the slot at the head of line and so on. 

Unlike the maximal size matching, the maximal weight matching attempts to maximize the 

weight of a matching.  



 - 32 - 
   

It is shown in [Leonardi2001] that an internal speed-up of two permits strong stability 

to most scheduling algorithms if VOQs are implemented. It is proven in [Dai2000] that a 

CIOQ switch running any maximal matching algorithm with a speedup of 2 delivers a 

100% throughput. A nontrivial bound is given by [Leonardi2001A] on the delay for 

maximal weight matching algorithms under admissible i.i.d. Bernoulli traffic. A class of 

approximation to maximal weight matching algorithms are studied in [Shah2002]. 

In the literature, many scheduling algorithms were proposed which follow from the 

maximal weight matching algorithms. The difference lies in the different means of weight 

measurement.  

The Longest Queue First (LQF) [McKeown1999A] considers the occupation as the 

weight of each VOQ and gives preference to long queues. The algorithm has a computation 

complexity  3 logO N N . One problem of LQF is that it may lead to indefinite starvation 

of one or more input ports. Other problems [Mekkittikul1998] include the implementation 

difficulties in hardware at high speed due to the high computation complexity and the 

limitation of hardware implementation. 

To solve the first problem of LQF, the Oldest Cell First (OCF) [McKeown1999A] was 

proposed which assigns the weights equal to the waiting time of the slot at the head of line 

and gives preference to queues with the highest weight. To solve the second problem of 

LQF, the Longest Port First (LPF) [Mekkittikul1998] was proposed where the weight is the 

sum of the number of slots sent from an input port and the number of slots destined to an 

output port. 

The high computation complexity of the above algorithms prohibits implementing 

maximal weight matching algorithms in practical systems.  To solve the problem, 

[Tassiulas1998] proposed a heuristic scheduling algorithm that first introduced randomness 
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to the computation of the optimal maximal weight matching. The key point of Tassiulas’s 

method is a weight comparison between a current memorized matching and a matching 

randomly selected from all possible matchings. Finally, the heavier one is selected as a 

matching for the next timeslot. Tassiulas’s method is sophisticated in the sense that 

iteration is no longer needed in the process of achieving a maximal weight matching. 

Another randomized algorithm, called LAURA, was proposed in [Giaccone2002]. 

LAURA uses memory and outperforms Tassiulas’ method in delay because the weight of a 

matching is carried in a few of its edges; therefore, it is better to remember heavy edges 

than to remember matchings. The computation complexity of LAURA is  2logO N N , far 

lower than maximal weight matching algorithms. 

Tassiulas’s method and LAURA are both stable under admissible Bernoulli i.i.d. 

traffic. The main concern lies in the randomness because the random number generator is 

expensive to be implemented in hardware at high speed. 

2.2.2.3. Stable Marriage Matching 

The stable marriage problem [Gale1962] is a classical combinatorial problem. The 

problem involves N  men and N  women and every person has strict preferences over the 

members of the opposite sex. A matching M  of the men and women, i.e. a one-to-one 

mapping between the two sexes, is said to be unstable if there exists a man-woman pair, 

who both prefer each other to their currently assigned partners in M . A stable matching is 

a matching that is not unstable. It is known that a stable matching can always be found in 

time linear in the size of the problem using an efficient algorithm known as the 

Gale/Shapley algorithm (GSA) [Gale1962]. 
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The stable marriage problem can be viewed as a bipartite graph matching, i.e., switch 

configurations in an CIOQ switch are analogous to finding a bipartite graph matching 

between the set of switch inputs and outputs. For example, if the set of men represents the 

input ports and the set of women represents the output ports, a stable matching thus 

represents a legal switch configuration. 

In the literature, many scheduling algorithms were proposed which follow from the 

Gale/Shapley algorithm. The differences lie in the different preference criteria of men and 

women. 

Joined Perferred Matching (JPM) was proposed in [Stoica1998], where the preference 

list of an input port is organized in the inverse order of the arrival time of the slots and that 

of an output port is ordered by the schedule time of the slots in the corresponding OQ 

schedule. It is shown that the internal speedup of JMP for a CIOQ switch to achieve exact 

emulation of an OQ switch is two. 

Critical Cell First (CCF) was proposed in [Chuang1999], where the preference list of 

an input port is ordered by a critical value, i.e. the difference between the waiting time that 

a slot leaves the output buffer in the corresponding OQ schedule and the time that a slot can 

wait in the input buffer. If the difference is small, it means that the slot needs to be 

delivered immediately. It is shown that the internal speedup of CCF for a CIOQ switch to 

achieve exact emulation of an OQ switch is two. 

Lowest Output Occupancy First Algorithm (LOOFA) was proposed in [Krishna1999], 

where the preference list of an input port is ordered by the backlog of output ports and that 

with the lowest occupation was given the highest priority. LOOFA is work-conserving for 

all traffic patterns and provides delay guarantees in a crossbar for a speedup of two. 
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2.2.2.4. Summary 

Stable marriage matching is similar to maximal size\weight matching in the sense that 

both contain two selection processes residing in input and output ports. However, they are 

different [McKeown1995] in that:  

 It is not clear whether a stable matching will lead to an efficient usage of switch 

bandwidth, or whether it will prevent connections from being starved of service. 

 The stable marriage matching is usually defined for a perfect matching in which 

every input and every output is matched. Such a perfect matching, however, 

cannot always be obtained in an input-queued switch. This implies that some 

inputs and outputs will have missing entries in their preference lists, which leads 

to a large reduction in the size of a matching.  

 A stable-marriage matching may or may not have the maximum weight, and a 

maximum-weight matching may or may not be a stable marriage [Kam1999]. 

2.2.3. Frame-by-Frame Allocation 

The computation time of generating a schedule is restricted by timeslot duration for the 

slot-by-slot allocation algorithms. The simplest idea to solve the problem is that several 

timeslots are grouped together as a frame with fixed size and the switch fabric is only 

updated on frame boundaries [Saberib]. Thus the time to compute a new matching is 

relaxed to several timeslots [Li2003]. However, the bandwidth sharing granularity 

increases compared to slot-by-slot allocation. In order to keep the same granularity, a 
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pipeline-based approach and the Birkhoff-von Neumann decomposition approach have 

been proposed in the literature. 

2.2.3.1. Pipeline-Based Approach 

A pipeline-based approach for maximal size matching scheduling, called PMM, for an 

IQ switch was proposed in [Oki2001] to relax the short timeslot duration. Within a 

scheduler, more than one subscheduler operates in a pipelined manner (Figure 2.11). Each 

subscheduler performs maximal size matching independently1 and is allowed to take more 

than one timeslot. At each timeslot, one of them provides the matching result. The problem 

of pipeline-based approach is that it can lead to instability and unfairness, particularly for 

non-uniform traffic [Oki2001]. 

 
Timeslot T

0 1 2 3 4 5 

Subscheduler 0 

Subscheduler 1 

Subscheduler 2 

 

 

Figure 2.11: Time diagram of PMM with a frame size of three 

                                                 
1 The subschedulers can actually adopt any pre-existing slot-by-slot algorithm. 
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2.2.3.2. Birkhoff-von Neumann Decomposition 

Approach 

Non-uniform traffic is prevalent in current networks. In order to handle such traffic, the 

Birkhoff-von Neumann (BvN) decomposition approach for IQ switch scheduling has been 

introduced in [Chang2000] and [Towles2003]. The BvN decomposition algorithms rely on 

the Birkhoff-von Neumann Theorem by [Birkhoff1946] and [Neumann1953]. Below is a 

brief summary of this theorem. 

A nonnegative matrix ( )ijR r  where 0 1, ( )ij ijr r R    is called a doubly sub-

stochastic matrix if the following two conditions are satisfied: 

1

, 1
N

ij
i

j r


  , and 

1

, 1
N

ij
j

i r


   

Furthermore, R  is called doubly stochastic if both of the above inequalities are 

equalities. A permutation matrix is a matrix with (0,1)-entries whose row sums and column 

sums are equal to one. Similarly, a partial permutation matrix is defined as a matrix with 

(0,1) entries whose row sums and column sums are at most equal to one.  

Von Neumann’s theorem: ([Neumann1953]) If a matrix ( )ijR r  is doubly sub-

stochastic, then there exists a doubly stochastic matrix ' '( )ijR r  such that 

 ', , ij iji j r r   

The von Neumann’s theorem indicates the possibility of transforming a doubly sub-

stochastic matrix to a doubly stochastic matrix. Sinkhorn proposed a method to achieve this 

transformation [Sinkhorn1964. His idea is to repeatedly perform the following two steps: 1) 
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for each row in the matrix, sum the row elements and divide each element by this sum; and 

2) for each column in the matrix, sum the column elements and divide each element by this 

sum. However, as indicated in [Sinkhorn1964], the method may not converge for certain 

doubly sub-stochastic matrices. Therefore, the convergence condition and the rate of 

convergence are studies in [Knopp1967] and [Soules1991], respectively. 

A N N  doubly sub-stochastic matrix may be viewed as a normalized traffic demand 

matrix for a switch with the same dimension, i.e. N  input ports and N  output ports. Each 

entry of the matrix denotes the normalized traffic demand between input and output port 

with the restriction that the maximum normalized bandwidth for each port is equal to one. 

The von Neumann’s theorem says that any normalized traffic demand matrix may be 

transformed to a matrix where (1) all these normalized traffic demand may be satisfied and 

(2) the available bandwidth is fully used. 

Birkhoff’s theorem: ([Birkhoff1946]) For a doubly stochastic matrix ' '( )ijR r , there 

exists a set of positive numbers k  and permutation matrices kP  such that 

 '
k k

k

R P  , where 1k
k

   

The Birkhoff’s theorem indicates that a doubly stochastic matrix can be decomposed 

into a series of permutation matrices with real coefficients, the sum of which is one. To 

achieve this transformation, an algorithm has been proposed in [Chang2000] [Chang2001] 

and [Giaccone2002]. This algorithm produces up to 2 2 2N N   permutations 

[Johnson1960][Hoffman1953] with real-valued expansion coefficients and possesses a 

computation complexity of 4.5( )O N  where N  denotes dimension of the matrix. 

The von Neumann’s and Birkhoff’s theorems can be restricted to the integer domain. 

In this case, the concept of normalized traffic demand matrix can be extended to a traffic 
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demand matrix ( )ijT t  by multiplying each entry with F , the frame size counted by the 

number of timeslots, and taking the integer part. The entry of the traffic demand matrix ijt  

denotes the number of slots waiting in a frame to be transported from source i  to 

destination j  (in number of slots). The total service that a switch may provide can be 

described by a service matrix. The service matrix has two properties: (1) the row and 

column sums are equal to F ; (2) all entries are non-negative. The service matrix indicates 

the bandwidth allocated for each source-destination pair by the scheduler; while the traffic 

demand matrix indicates the bandwidth requested for each source-destination pair by the 

edge nodes (the customers). 

The general BvN decomposition approach for calculating a schedule includes two 

steps: 

 constructing a service matrix from the traffic demand matrix; and 

 decomposing the service matrix into permutation matrices. 

Below we describe an example of the BvN decomposition approach. In this example, it 

is assumed that there is a 3 3  switch equipped with a frame-based scheduler that may 

generate switch configurations for each timeslot of a frame. The frame size F  is assumed to 

be six (in number of timeslots). The following traffic demand matrix T  is given. 

 
1 0 2

3 1 1 , 0

2 2 0
ijT t

 
   
 
 

 

It is aimed to transmit this traffic to their destinations in the time of a frame. Therefore, 

the service matrix S, according to the traffic demand, may be constructed as follows: 
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6

1 2 3

3 2 1

2 2 2

F

S



 
   
 
 

 

Based on this service matrix S, six permutation matrices may be generated, one for 

each timeslot. 

 

Frame size  6

0 0 1 0 0 1 0 1 0

1 0 0 1 0 0 1 0 0

0 1 0 0 1 0 0 0 1

0 1 0 1 0 0 0 0 1

0 0 1 0 1 0 0 1 0

1 0 0 0 0 1 1 0 0



   
   
   
   
   
   
   
   
   
   

 

2.2.4. Techniques Applied to the AAPN 

The pipeline-based approach, which is based on the frame-by-frame allocation, relaxes 

the strict scheduling timing constraint but it cannot efficiently handle non-uniform/bursty 

traffic due to the independency of each sub-scheduler [Oki2001] [Mckeown1999]. The 

BvN decomposition approach, as an alternative, calculates a schedule for each frame, and 

can efficiently handle non-uniform/bursty traffic because it allocates bandwidth according 
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to the traffic demand between input and output ports. Therefore, it is reasonable to believe 

that the BvN decomposition approach is a good candidate for the AAPN scheduling. 

However, two challenges of the BvN decomposition approach should be solved in this 

work, i.e. 

 How to construct a service matrix that closely reflects the traffic demand of each 

source-destination pair? 

 How to find a decomposition algorithm with low computation complexity to 

enable practical implementation? 

2.3. Routing Schemes 
The main issue for routing in AAPN is sharing the load between different AAPN core 

nodes. The purpose of load sharing is to relieve network congestion and improve network 

performance [Zheng2004].  In a packet/burst-switched network, load balancing can reduce 

packet/burst delay and loss.  In a circuit-switched network, it can reduce blocking 

probability and thus accommodate more connections. 

Brunato [Brunato2003] proposed a load-balancing algorithm called Reverse Subtree 

Neighborhood Exploration (RSNE) for dynamic lightpath establishment in wavelength-

routed networks.  It is based on IP-like routing and a local searching mechanism, and 

allows an incremental implementation where local searching steps are continuously 

performed as traffic conditions change.   

In [Hsu2001], Hsu et al. investigated adaptive routing algorithms for wavelength-

routed networks, including the least-loaded path strategy and the weighted shortest path 

strategy.  The former can balance traffic load well among all links.  The latter can minimize 

resource cost while maintaining traffic load among all links as balanced as possible.   
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In this thesis work, the routing strategy for the AAPN is studied that considers not only 

the blocking probability but also the traffic delays. 
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3. Bandwidth Allocation 

3.1. Introduction 
In the AAPN, each edge node signals traffic information to the core node along control 

channels before sending slots. Once at the core, the global traffic demand is arranged in the 

form of a traffic demand matrix, with each element corresponding to a source-destination 

traffic flow. The scheduler uses this information to compute the service matrix, which 

defines the bandwidth allocated to each flow in units of slots within a frame; i.e., the larger 

the number of slots, the larger the bandwidth granted to that flow. The service matrix is 

then decomposed into its constituent permutations, each of which corresponds to a switch 

configuration for the duration of a timeslot. This schedule is signalled back to inform each 

edge node of the timeslots that it may use to transmit its traffic for each destination. The 

core switches are configured in coordination with the edge nodes according to the allocated 

permutations. 

For optical long-haul networks, the efficiency of bandwidth allocation schemes 

degrades due to the large propagation delay for signaling between core and edge nodes, as 

the schedule calculated is not based on the up-to-date traffic information (see Section 

3.2.2). In order to mitigate this problem, traffic estimation mechanisms should be employed 

at the core node to estimate the future traffic. 

The term “admissibility” implies that the traffic does not oversubscribe the source or 

destination ports. While admission and congestion control mechanisms may be expected to 

enforce admissibility at the source and, in the long-term, at the destination; short term 

oversubscription of a destination can occur especially in the context of bursty traffic. It is 
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therefore necessary to construct an admissible matrix, herein called a  -server service 

matrix, from a potentially inadmissible traffic matrix. A real/integer -server service matrix 

 ijss  is defined as a real/integer matrix such that 0ijs   and 

, , 0ij ij
i j

s s      , where   may be identified with the “frame size” in a frame 

based TDM system. The frame size determines the number of timeslots in a frame and 

therefore the maximum total number of slots that will be served from the set of queues in 

the edge node. The service matrix determines the maximum service bandwidth a switch can 

provide and the corresponding bandwidth allocations, i.e. the timeslots allocated to all edge 

node pairs.   

3.2. Constructing a Traffic Demand 

Matrix 
The traffic demand, which represents the bandwidth required between input and output 

ports, is kept in the form of a traffic demand matrix ( )ijT t . The BvN decomposition 

approach may allocate bandwidth based on this matrix. For optical long-haul networks, 

large propagation delays exist between edge and core nodes and make it difficult for the 

allocation algorithm to efficiently adapt to fast traffic changes, i.e. the traffic information is 

out-of-date when it arrives at the core node and the calculated schedules cannot reflect the 

traffic in the future. Therefore, traffic estimation mechanisms should be employed in the 

AAPN to estimate the traffic volume arriving in the future in order to compensate for the 

out-of-date of traffic information.  
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3.2.1. Signaling Protocol 

The time line for frame-based signaling is shown in Figure 3.1, for the case of two 

edge nodes, A and B, and a core node. A sample signaling scenario where data are sent 

from A to B is described as follows.  

(a) Edge node A collects the traffic information, i.e. the number of aggregated slots 

during the current frame time. 

(b) Edge node A sends this information to the core node.  

(c) The code node calculates the schedule for the future time.  

(d) The schedule is then sent to these two edge nodes.  

(e) Edge node A waits before initiating the new schedule due to the synchronization 

required between edge nodes, i.e. some other edges may be further away from the core 

node and require more time to receive the schedule.  

(f) Some data bursts are scheduled to be sent from A to B.  

(g) When the bursts pass through the core, the core switch will be configured precisely 

to transfer these bursts to B.  

(h) The bursts travel to B.  

(i) The reception schedule at B provides information about in which timeslot the bursts 

from A arrive at B. 
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Figure 3.1: Time line of frame-based signaling 

3.2.2. Traffic Demand Matrix Construction 

3.2.2.1. Basic Ideas 

In Figure 3.1, the slot sent by the edge node A at time (e) is based on the schedule 

calculated at time (c) at the core node. Ideally, this schedule should be calculated according 

to the queue state at time (e) so that it can be most adaptive to the traffic pattern then. 

However, the schedule calculated at time (c) is based on the queue state (i.e. the queue 

length) at time (a) that is earlier than time (e) due to the signaling delays.  In order to 

mitigate the difference between the queue state at time (a) and (e), the traffic arrivals (i.e. 

the number of aggregated slots) in between should be estimated at time (c).  

The core node maintains a virtual queue-length matrix ( )ijQ q , each entry of which 

corresponds to the length of a VOQ at the edge nodes. When the traffic information (i.e. the 

number of aggregated slots to each destination edge node that have arrived during the last 

frame period) arrives at the core node, the corresponding entries of the matrix are updated 

(by adding the number of aggregated slots in order to increase the queue length). 
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Meanwhile, at each timeslot, the core node selects some entries of this matrix and decreases 

them by one; the selection is based on the schedule applied to the edge nodes at that 

timeslot, i.e. the entry should be decreased by one if a slot is sent out from the 

corresponding VOQ.  

The traffic estimation matrix ( )ijE e  is defined as the estimated traffic (counted by 

slots) that is expected to arrive between time (a) and time (e).  

Therefore, the traffic demand matrix T  can be calculated by 

T Q E                                                                (3.1) 

3.2.2.2. Traffic Estimation 

In this section, a simple moving average (SMA) method is discussed to estimate the 

traffic between time (a) and time (e) (Figure 3.1). The method is one of the most popular 

and easy methods to estimate trends of a data series.  

The simple moving average is formed by computing the mean value of the last few 

numbers in a data series. A k -period SMA is calculated by adding the last k  data point in 

the data series and dividing the total by k . By applying k -period SMA, the estimation of 

the p th data, ( )pSMA a , ( p k ), in a data series { }, 1,2,3....na n  , is equal to  

1

( ) /
p

i
i p k

a k


 
 . 

Moving averages are lagging indicators and therefore fit in the category of trend 

following indicators. The SMA may be applied to estimate the traffic estimation matrix E . 

For the AAPN with N  edge nodes, the traffic information from a given edge node 

, 1,2,... ,i i N  to a given edge node , 1,2,... ,j j N j i   is sent frame-by-frame and 

therefore forms a data series ijk , where k  is the frame number. Suppose ijp  is sent at the 
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p -th frame, which is at time (a), and a period of frame time  ij  (counted by the number of 

frames) is defined for the estimation, then the ij -period SMA can be used to estimate 

( 1)ij p  . The estimated ( 1)ij p   that is denoted by )1(
ˆ

pij  can be calculated by 

( 1)
( 1)

ˆ ˆ( ) /
ij

p

ij p ijk ij
k p 

  
  

 


                                          (3.2) 

Suppose the duration between time (a) and time (e) is ij  frame time (counted by the 

number of frames) .The estimated traffic ije  between time (a) and time (e) is 

ijpijije    )1(
ˆ                                                   (3.3) 

Finally, the traffic estimation matrix ( )ijE e  can be constructed. 

3.3. Constructing a Service Matrix 
There are many methods proposed in the literature to construct a service matrix. A 

simple rescaling method followed by quantization and an integer rate filling method is 

described in [Paredes2005] to construct a service matrix in a Clos packet switch. Since an 

integer service matrix represents a regular bipartite graph, it is suitable for decomposition 

by an edge coloring algorithm (or heuristic). The limitation of the method is that the value 

difference between small entries may be lost when the maximum row/column sum in a 

traffic matrix is very large in comparison to the others [Paredes2005]. 

A weighted rate filling method is proposed in [Li2001] which can be used to construct 

doubly stochastic matrices from doubly substochastic matrices, i.e. constructing a 1-server 

service matrix from a real  -server traffic matrix (normalized on a per slot basis such 

that 0 1  ), proportionally to the weights (i.e. the value of each entry) . This ad hoc 

method is not robust against inadmissible traffic demand.  
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A max-min fairness method is presented in [Yim2004] to construct the service matrix 

by extending the notion of max-min fairness to take into account the traffic demand from 

each stream. This method can be modified to be robust to inadmissible traffic by permitting 

the first rescaling to reduce the value of the matrix elements (c.f. re-scaling as in 

[Paredes2005]). The complexity of this method is 3( )O N . 

In the AAPN, it is required that the constructed service matrix have the highest 

possible similarity to the corresponding traffic matrix, e.g. in terms of the coefficient of 

correlation, so that the bandwidth allocated by the core node reflects the traffic demand as 

closely as possible (i.e. the service is as “proportionally fair” as possible1 ); and the 

construction method should be robust against inadmissible traffic demand. With this in 

mind, a new method, called the Alternating Projections method, is introduced in the 

following sections. The method satisfies the requirements outlined above. 

3.3.1. Preliminary Concepts 

The traffic matrix t  may be defined as an element in the space N NM R   of all 

N N   real-valued matrices equipped with the standard matrix inner product. The set of all 

matrices with all row and column sums equal ( , , [1, ]ij ij
i j

i j Ns s    ) forms a subspace 

S M . The set of all matrices with non-negative entries forms a subset P M  that is a 

                                                 
1 To be exactly proportionally fair, the service matrix must be exactly proportional to the traffic matrix. But to 
be a service matrix, it must have equal row and column sums, which is most unlikely for a traffic matrix. If the 
row and column sums are not equal, then there will be unused slots. It might be thought that one could relax 
the notion of proportionate fairness to apply only amongst flows from a source (i.e rows) or only amongst 
flows to the same destination (i.e. columns). But given that the sum of all the row sums must equal the sum of 
all the column sums, then proportionally fair allocations to sources will lead to some oversubscribed and other 
undersubscribed destinations and proportionally fair allocations to destinations will lead to some 
undersubscribed and some oversubscribed sources. Hence feasible service matrices cannot in general be 
exactly proportionately fair.  
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convex cone. The intersection P S M   is therefore the convex cone of all possible 

service matrices. This motivates the application of the method of alternating projections 

[Boyle1986] on the convex sets ,S P , to produce a sequence of matrices that converge to 

the projection of Mt  onto the nearest service matrix P S s . An  -server service 

matrix may be found by suitably scaling any element of P S  so that ij ij
i j

s s    . 

Definition 1: The set of real valued N N matrices N NR   equipped with the standard 

inner product  
,

, ij ij
i j

a ba b  ( , N NR  a b ) is complete in the topology induced by the 

associated norm:  
1
2,a a a  and may therefore form a metric space M . This fact provides 

meaning to the concepts of the distance between two matrices and their similarity. 

Definition 2: The distance δ  between two matrices , Ma b  is defined by: 

 δ ,  a b a b . 

Definition 3: The similarity ρ , 0 ρ 1  , of two matrices , Ma b  is defined by: 

   
   1 21 2

,
ρ ,

, ,


a b
a b

a a b b
. 

Note that the similarity is invariant to re-scaling of the matrices: 

   ρ , ρ , a b a b  

Definition 4: A closed convex set K M  is characterized by the property that convex 

linear combinations of its elements are also members of the set: 

  ,1 , 0,1 ,K K          a b a b  

Definition 5: A cone is a subset K M  defined by the property: 

, 0,K K         a a  
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Definition 6: A closed convex cone K M  defined by the property: 

,

(1 ) , ,

0,1 0,

t t K K

t

 
      

    
    

a b a b
 

Definition 7: A linear sub-space K M  is defined by the property: 

, , , ,K K R       a b a b  

Given a closed convex subset K M of the space M and Ma , the projection 

( )Kb Ρ a  onto K with Kb  is constructed by minimizing the distance  , b a ; 

equivalently, the distance squared. The convexity of K guarantees the existence and 

uniqueness of the minimum. 

Theorem 1: Given a closed convex cone S of a linear space M  

1 1,  and ,
, ,

S M i a a j a aij ij ij ijN Nj i j i i j

 
 
 
 
 

        a , 

the projection ( )Sb Ρ a  of Ma  onto S  is given by  

1 1 12
2 ,

b a a a aij ij ij ij ijN N Nj i i j
      . 

Proof: By the method of Lagrange multipliers, the computation proceeds by first 

minimizing the cost: 

21 1
2 , , , ,ij

C b b a b b bij ij i ij j ij ij i jNi j i j i j i j i j
   

  
     
           

  

            

where ,i j   are Lagrange multipliers that are subsequently found from the constraint 

Sb .  

By minimizing the cost, we have   

0C
bij

 

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Therefore 

1 1b aij ij i i j jN Ni j
   

  
  
       

       

equivalently:  

b a p qij ij i j    

where 

1

1

p
i i iN i

q
j j jN j

 

 

  

  
 

We have 

0,

0

pii
q jj




 

now:   

1 ,
,

1

,

b a Nq bij ij j ijNi i i j

b a Np bij ij i ijNj j i j

    

    

 

Therefore 

 

 

Since 

, ,
b aij iji j i j

   

1 1
2 ,

1 1
2 ,

p b ai ij ijNN i j j

q b aj ij ijNN i j i

  

  
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We have 

1 1 12
2 ,

b a a a aij ij ij ij ijN N Nj i i j
       

It is easy to prove that the projection SΡ  has the following properties: 

1. SΡ  is a projection: 

S S SΡ Ρ Ρ  

2. SΡ  is a linear operator: 

( ) ( ) ( )S S S     Ρ a b Ρ a Ρ b  

3. SΡ  is an orthogonal projection: 

( ) ( ) 0( , )S S S Ρ a Ρ a Ρ a  

4. The sum over all matrix elements is invariant under the action of SΡ : 

, ,

( ( ))i ij
i j i j

jS  Ρ a a  

 

Theorem 2: Given the closed convex cone of non-negative matrices 

 0ijP M a  a , 

the projection ( )Pb Ρ a  of Ma onto P is given by  

, if 0 and 0 , if 0ij ij ij ij ijb a a b a     

Proof: Decompose a  into its positive and negative parts. 

, , P     a a a a a  

Observe that because an element of a matrix is either non-negative or negative and 

never both, that is, the supports (the subset of indices of non-negative elements) of , a a  

form a disjoint partition of the index set. Hence we also have the decomposition: 
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, , P     b b b b b  

where , a b  and , a b  share the same supports. 

Hence: 

 
 

        
         

22 ,

,

,

, ,

  

  

             

            

a b a b

a b a b

a b a b a b a b

a b a b a b a b

 

where use has been made of the fact that matrices with disjoint supports are orthogonal.  

 2 , a b  achieves its minimum when 

 and    b a b 0  

It is easy to prove that the projection PΡ  has the following properties  

1. The projection PΡ  is a nonlinear operator. 

2. PΡ  is an orthogonal projection: 

( ) ( ) 0( , )P P P Ρ a Ρ a Ρ a  

3.3.2. Alternating Projections Method to 

Construct a Service Matrix 

Theorem 1 implies that a traffic matrix may be mapped to the nearest matrix whose 

row and column sums are all equal by the projection operator SΡ . The “nearest” means that 

the distance between the two matrices is a minimum. However, Theorem 1 does not 

guarantee that the entries of the resultant matrix are all non-negative and therefore it is not 
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necessarily a valid service matrix. Theorem 2 implies that the operator PΡ  projects a 

matrix to the nearest non-negative matrix but it does not guarantee that the resulting matrix 

possesses equal row and column sums. In order to find a service matrix with both qualities, 

Dykstra’s algorithm [Bauschke2002] [Boyle1986] may be applied to find the projection 

onto S P ; that is, the two projections SΡ  and PΡ  are applied alternately. Applying the 

alternating projections algorithm ensures that the limit of the resulting sequence is the valid 

service matrix nearest to the initial matrix t . 

Algorithm: ([Peng2006a])  

Input: A traffic demand matrix Mt , the residual error   and the frame size   

1. 0;prev
 t    t t   

2. ( )S
t Ρ t ; 

3. prev
 t t t  

4. ( )P
 t Ρ t  

5. prev
  t t t  

6. If     
, ,

1 1  and  1 1, , ij ij ij ij
i i j j i j

t N t t N ti j      
      

   
     , then go to step 7; 

otherwise, loop back to step 2. 

7. Output  
,

1
iji j

N t 
  
      

 s t  

Note that the procedure will be repeated until the residual error is less than  . 

Convergence is proven by the general result found in reference [Boyle1986]. A  -server 

service matrix s  with the same relative precision may be formed by scaling each entry of 

the t  by  
,

1 ij
i j

N t  
  
 

 . 
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Theorem 3: The alternating projections method chooses the service matrix most 

similar to the input traffic demand matrix.  

Proof:  Given a closed convex cone   of a linear space M where   is the set of 

matrices with non-negative entries and row and column sums all equal (i.e. valid service 

matrices) and M is the set of non-negative real valued matrices (i.e. traffic demand 

matrices), the alternating projections method can be defined by a projection  P


s t  of 

Mt  onto   (where s ). 

It can be derived from [Boyle1986] that, given a Mt  and a   that is small enough, 

the method converges to a unique matrix s* , s* . Therefore, the distance between the 

two matrices, s*  and t , is the minimum, i.e.  

    ,min , ,   s s t s t*  

For the *s , we have , 0   *s  and hence 

   , , 0     * *s t s t                                              (3.5) 

with equality when 1   

It is easy to deduct that the function  ,  *s t  attains its minimum  , *s t  with respect 

to   when: 

 
 

,

,
  *

* *

t s

s s
.                                                             (3.6) 

In terms of (3.5) and (3.6), we have 

 
     

,
1 , ,

,
  *

* * *
* *

t s
t s s s

s s
                                            (3.7) 

Since 
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       , , , ,    * * * * * * * *t s t s s s t s s s s                               (3.8) 

In terms of (3.7) and (3.8), we have 

 , 0 * *t s s                                                          (3.9) 

P  is therefore an orthogonal projection. 

By (3.7) and (3.9), we have 

 

     
  

   

   
 

2

2

1
22

,

, ( , )

, ,
, 1

, ,

, 1

,
, 1

,








 
 
 
  

 
  

 
 
 
 
 

  

 

 



 

* * *

* *

* *

*

*
*

s t s t s t

t s s t
t t

s s t t

t t s t

s t
t s

t t

                                          (3.10) 

Since  ,t t  is fixed, the similarity  , t s  attains its maximum when  *s s . The result 

here implies that the projection method may choose a service matrix *s  most similar to the 

input traffic matrix t . 

3.3.3. Constructing a Valid Integer-Valued 

Service Matrix 

The alternating projection method is used to construct a real-valued service matrix. For 

the AAPN, the minimum bandwidth unit is a timeslot. Therefore, the real-valued service 
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matrix should be converted into an integer-valued service matrix, the entry of which 

denotes bandwidth allocated in a frame (counted by the number of timeslots) for the given 

input-output port pair (which is called interconnection).  

For a  -server service matrix ( )ijS s  outputted by the alternating projections 

method, a simple step to convert it into an integer-valued matrix )ˆ(ˆ
ijsS   is by taking the 

integer fraction of each entry: 


ijijs s                                                             (3.11) 

It is easy to prove 








i
ij

j
ij

sj

si





ˆ,

ˆ,

                                                   (3.12) 

The formula (3.12) implies that the integer-valued matrix Ŝ  is not necessarily a valid 

integer-valued service matrix because some timeslots remain free. Therefore, a filling 

algorithm should be used to assign these free timeslots to interconnections in order to 

construct a valid service matrix in terms of Ŝ .  

The filling algorithm gives some priority to each interconnection and allocates the free 

timeslots according to the priority. The priority is given by two criteria: (1) the 

interconnections that have not been assigned any timeslots will be given the highest 

priority, which will prevent queues from being starved; (2) for other interconnections, the 

priority is based on the decimal fraction of each entry in S ; those with larger decimal 

fraction will be given higher priority because bandwidth requested by them is closer to the 

minimum bandwidth unit, i.e. timeslot. The algorithm allocates, if possible, one timeslot 

per interconnection according to the priority sequence and terminates in a finite number of 
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steps when every row and column sum of Ŝ  is equal to   (when all timeslots have been 

allocated). 

 

Filling algorithm: 

Input: A  -server service matrix S  and the frame size  . 

1. The matrix )ˆ(ˆ
ijsS  ,  ijijs s     is constructed by the integer fraction of S ; the 

matrix SSdD ij
ˆ)(   is constructed by the decimal fraction of S . 

2. If , ij
j

i s    and , ij
i

j s   , then go to step 10; otherwise, go to step 3. 

3. Create a matrix )ˆ(ˆ
ijdD   such that  









0ˆ,1

0ˆ,ˆ
ij

ijij
ij s

sd
d  

4. Create a list   with the elements of D̂  in descending order. 

5. Making   the first element in  . 

6. Make r  and c  equal to the correspondent indices of   in D̂ . 

7. If  rj
j

s   and ic
i

s  , make   1rc rcs s   

8. If   is the last element in  , go to step 2; otherwise go to step 9. 

9. Make   the next element in  , go to step 6. 

10. Output Ŝ  
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3.3.4. Time Complexity 

Since both transformations SΡ and PΡ  have a complexity of  2O N , the overall time 

complexity of our projection method is  2O kN , where k denotes the number of iterations 

required to achieve the targeted residual error and N  denotes the port count of switches. It 

is therefore important to ensure that k is as small as possible.  

Figure 3.2 shows the number of iterations k required for the algorithm to converge with 

given residual error  . It is observed that the slope of the curve decreases with the increase 

of N, which means the number of iterations does not increase as fast as the port count does 

and, therefore, the alternating projections method may have a lower computation 

complexity than the max-min fairness method [Yim2004]. 
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Figure 3.2: The number of iterations required for the algorithm to converge 

3.3.5.  Similarity 

In the AAPN, it is required that the constructed service matrix has the highest possible 

similarity to the corresponding traffic matrix, e.g. in terms of the coefficient of correlation, 

so that the bandwidth allocated by the core node reflects the traffic demand as closely as 

possible. It is proposed to use Definition 3 to measure this similarity.  

Simulation studies have been done in order to investigate the similarity between 

constructed service matrix and traffic matrix. A number of traffic matrices are first 

constructed according to a trace generated from the bursty traffic model (see Appendix). 

Then the max-min fairness method and the projection method are used, respectively, to 
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construct the corresponding real-valued service matrix and such a matrix is then 

transformed to a valid integer-valued service matrix. Finally, the similarity is measured 

between the traffic matrix and the constructed service matrix. The experiment is repeated 

100,000 times. 

Figure 3.3 shows the similarity of the projection versus the number of iterations in 

bursty traffic with an offered load of 0.8. The similarity decreases because, as the algorithm 

converges, t  is moving away from the most similar matrix without restriction to the most 

similar matrix that is also a valid service matrix (i.e. positive entries with equal row and 

column sums). 
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Figure 3.3: Similarity of the obtained real-valued service matrix 

with the original traffic matrix as a function of the number of 

iterations 
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Figure 3.4 shows the similarity versus switch dimension N between the given traffic 

matrix and the real-valued service matrix constructed by the max-min fairness and the 

projection methods. It is shown that the similarity obtained with the projection method is 

higher than that obtained with the max-min fairness method. An observation is that the 

similarity decreases when the residual error   decreases. This is because as the residual 

error   decreases, the algorithm needs more number of iterations and thus t  (see Figure 

3.3) is moving away from the most similar matrix without restriction to the most similar 

matrix that is also a valid service matrix (i.e. positive entries with equal row and column 

sums).  
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Figure 3.4: similarity versus switch dimension N between the given 
traffic matrix and the real-valued service matrix constructed by the 

max-min fairness and the projection methods 
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Figure 3.5 shows the similarity versus switch dimension N between the given traffic 

matrix and the integer-valued valid service matrix. Recall that the real-valued service 

matrix constructed by the max-min fairness and the projection methods must be quantized 

to an integer matrix and transformed to a valid service matrix through filling algorithm. 

Compared with Figure 3.4, it is shown that the quantisation and filling will slightly make 

the similarity move away from its real-valued solution (i.e. the real-valued service matrix) 

but not by much. 
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Figure 3.5: similarity versus switch dimension N between the given 
traffic matrix and the integer-valued valid service matrix 

constructed by the max-min fairness and the projection methods 
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3.3.6. Network Performance 

The network simulated is a single AAPN star (one wavelength) with 10Gbps links and 

16 edge nodes ( 16N  ). The offered traffic is generated according to the bursty traffic 

model (Section 4.2 of Chapter 2) with parameters 1.2, 1, 1.4ON ON OFF     . 

For the bandwidth allocation method at the core node, the alternating projections 

method (with the parameter 0.25  ), simple rescaling method and max-min fairness 

method are used to construct service matrices in terms of traffic demand matrices. The 

filling algorithm is then applied to make valid integer-valued service matrices. Based on 

these valid service matrices, the “EXACT” method1 described in [Towles2003] is used to 

decompose the integer service matrix into   permutations.  

Figure 3.6 shows the delay performance of an AAPN for the three service matrix 

construction methods with a frame size  =128. Figure 3.6a corresponds to the metro-

access scenario and Figure 3.6b corresponds to a long-haul scenario. This figure shows that 

the projection method performs better than the simple rescaling method and similar to the 

max-min fairness method and have the advantage of being faster to compute. 

                                                 
1 EXACT method is a benchmark decomposition method since it may fully decompose a service matrix into 

permutations. 
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Figure 3.6: Mean queuing delay in an AAPN as a function of the 
offered load for those methods of service matrix calculations. a) 

Metropolitan scenario (e.g. edge-core distances are 20 km), b) Long-
haul scenario (e.g. edge-core distances are 1000 km 

 

3.4. Summary 
 

The bandwidth allocation in an AAPN is in the form of a service matrix by an 

alternating projections method with complexity O(kN2), where N denotes the number of 

edge nodes and k denotes the number of iterations needed to converge. The service matrix 

exhibits a high measure of similarity (in terms of correlation) with the original traffic 
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matrix and therefore the bandwidth allocated in the optical network successfully adapts 

dynamically to the traffic demands. 

The method is robust to inadmissible/bursty traffic and results show that it yields 

similar delay performance compared to the max-min fairness method but the complexity is 

lower.  
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4. Birkhoff-von Neumann 

Decomposition based 

Scheduling 
An integer-based BvN decomposition approach can adapt to the dynamically changing 

traffic more flexibly than the real-valued one due to its fixed frame size. The approach is 

based on integer-valued service matrices, i.e.,  -server service matrices. A  -server 

service matrix S  can be viewed as a bipartite graph G  by applying  

 

 ij

ij

 k edges on G between vertex i and j, if s 0
, ,

no edges on G between vertex i and j, if s 0

k
i j

 
  

.               (4.1) 

 
For example, suppose we have a 3-server service matrix 
 

 

1 0 1 1

2 0 1 0

0 2 0 1

0 1 1 1

S

 
 
 
 
 
 

 

 
 
Then, the corresponding bipartite graph is 
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Similarly, a permutation matrix P  can be viewed as a bipartite graph matching MG  by 

applying 

 

 
M

M

one edge on G  between vertex i and j, if p 1
ij

, ,
no edges on G  between vertex i and j, if p 0

ij
i j


  

                 (4.2) 

 
For example, suppose we have a permutation matrix 
 
 

 

0 0 0 1

1 0 0 0

0 1 0 0

0 0 1 0

P

 
 
 
 
 
 

 

 
Then, the corresponding bipartite graph matching is 
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The problem of the integer-based BvN decomposition approach is therefore transferred 

to a bipartite matching problem, i.e., decomposing a given bipartite graph G into bipartite 

graph matchings { MG }. One concern of the bipartite matching is the high computation 

complexity, which may restrict its application to high-speed switching environment. The 

problem can be solved by using heuristic algorithms instead of exact ones. 

Towles et al. introduced a BvN decomposition approach to input-queued switch 

scheduling [Towles2003]. Towles introduced three different approaches, EXACT 

[Cole1982], MIN and DOUBLE. The latter two are heuristics. The time complexity of 

these three approaches is O(N log )  (   denotes the frame size), 3.5( )O N  and 

2( log )O N N , respectively.  

Paredes [Paredes2005] uses an edge-coloring scheme to perform the BvN 

decomposition with time complexity O(N log )  where   denotes the frame size. The 

algorithm described by Paredes is restricted to the case that   is a power of two; however 

an algorithm with the same time complexity order due to Cole et al. [Cole2001] may be 

used for   that is not a power of two. Cole’s algorithm is sophisticated and, although it 

achieves a time complexity that scales with ( log )O N  , it has a large overhead.  

Keslassy et al [Keslassy2003] proposed a simple heuristic approach, called Greedy 

Low Jitter Decomposition (GLJD), to reduce the overhead. GLJD can only find partial 

permutation matrices. In the worst case, the time complexity is 3( )O N . 
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4.1. Quick Birkhoff-von Neumann 

Decomposition Algorithm 
In this section, a simple and efficient BvN-decomposition based heuristic, called Quick 

BvN decomposition algorithm (QBvN), is presented. The motivation for QBvN is that, 

given a service matrix, finding partial permutation matrices instead of perfect permutation 

matrices, the combination of which is close to the service matrix, may be acceptable for 

high-speed agile all-optical cores provided that a low time complexity can be achieved.  

4.1.1. The Basic Idea of QBvN Algorithm 

The general idea of QBvN is to decompose a given bipartite graph G into bipartite 

graph matchings {GM} in the following way: For a N N  switch, the algorithm visits all N 

input ports on G one-by-one to generate a GM; for each input port i, i=0, 1, .., N-1, the 

following two steps are applied: 

i. Matching obtains all augmenting edges incident on port i. An edge <i, j> on G is said 

to be an augmenting edge if both port i and j on GM are not yet part of the matching. 

ii. Selection chooses one of the augmenting edges with the smallest output port number 

and moves it from G to GM.  

After all N input ports are visited, no augmenting edges can be added into GM and thus 

GM is a maximal bipartite graph matching. Therefore its associated partial permutation is 

constructed. This procedure is repeated   times to find the first   partial permutations. 
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Note1 that QBvN changes the visiting sequence of the input ports in a round-robin fashion 

before generating the next GM.  

4.1.2. Computation Complexity  

The complexity of QBvN depends on the implementation of the matching and 

selection.  

The matching can be implemented as a Boolean-vector-matching procedure. Each 

input port i, i=0, 1, …, N-1, keeps a vector with N bits, called Li, and each bit corresponds 

to an output port. If there exist edges from the input port i to output port j on the bipartite 

graph G, the jth bit of Li is set to 1 (to 0 otherwise). For each bipartite graph matching GM, 

there is also a vector with N bits, called Lfree, and each bit corresponds to an output port. If 

the output port j is free on the GM, the jth bit of Lfree is set to 1 (to 0 otherwise). An output 

port on GM is said to be free if the output port is not yet part of the matching. The vector 

Lfree marks all free output ports ready for current matching on GM. The Boolean-vector-

matching procedure may thus obtain all augmenting edges incident on port i by applying 

the following operation: 

LM = Li AND Lfree 

Here LM is also a vector of N-bits and each bit indicates an output port. The edge <i, j> is an 

augmenting edge incident on port i if the jth bit of LM is 1. The notation "AND" denotes a 

bitwise "and" operation.  Here we assume the operation AND takes O(1) time, which is 

                                                 
1 Karp [Karp1990] proposed a simple randomized algorithm for on-line bipartite matching. Karp’s approach is 

different from QBvN in that (1) Karp’s approach randomly selects the augmenting edges and (2) it has a 
fixed visiting sequence of the input ports for each matching. 
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true if N is smaller than the effective word length of the computer (in number of bits). Thus 

the time complexity of matching is O(1).  

The selection can be formulated as finding the index of the least significant “1” bit (the 

lowest “1” bit) in LM. The index denotes the output port with the smallest number joining 

an augmenting edge.  

The selection procedure is divided into two steps. The first step is to find the least 

significant “1” bit; the second step is to find the index of that “1” bit. We use the operation 

Lleast = LM AND (-LM) 

to obtain an N bit vector Lleast where only the position of the least significant “1” bit is 

marked by “1”. Note that -LM is the 2’s complement of LM. Then we perform the following 

two operations 

Lleast = Lleast -1 

popcount 

to find the index of the least significant “1” bit. The assembly instruction popcount is used 

to count the number of “1” bits in Lleast, which is exactly the same as the index of the least 

significant “1” bit after the operation Lleast = Lleast -1. The instruction popcount can be 

finished in one cycle. Hence, the time complexity of the selection procedure is O(1) under 

the above assumption about the word length of the computer.  

The time complexity of QBvN therefore scales as ( )O N because it needs to repeat the 

matching-selection procedure N  times to find   matchings. 
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4.1.3. Comparison of Decomposition 

Methods 

The delay performance of difference decomposition methods is compared in this 

section. The network simulated is a single AAPN star (one wavelength) with 10Gbps links 

and 16 edge nodes ( 16N  ). The frame size is specified as 128 timeslots. Two scenarios, 

Metropolitan Area Network (MAN) and Wide Area Network (WAN), are studied. The 

MAN is defined as an AAPN network with 20km optical links. The WAN is defined as a 

national wide AAPN network with 1000km optical links. The offered traffic is generated 

according to the bursty traffic model (Section Appendix) with parameters 

1.2, 1, 1.4ON ON OFF     . 

For the bandwidth allocation method at the core node, the alternating projections 

method (see Section 3.3.3) is used to construct service matrices in terms of traffic demand 

matrices with the parameter 0.25  . The filling algorithm (see Section 3.3.6) is then 

applied to obtain valid integer-valued service matrices. Based on these valid service 

matrices, the different decomposition algorithms are compared and investigated. 

We have identified two other algorithms, i.e. EXACT method and GLJD method, for 

comparison with the QBvN method. The EXACT provides an exact BvN decomposition 

from a service matrix. It has a high computation complexity and is therefore not very 

applicable in reality. The GLJD provides the least number of different switch 

configurations within a frame with relatively low computation complexity. 
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4.1.3.1. Delay Performance 

The delay performance of different scheduling algorithms is shown in Figure 4.1a 

(corresponding to the metropolitan scenario) and Figure 4.1b (corresponding to a long-haul 

scenario). These figures show that QBvN performs better than GLJD and is very close to 

the exact decomposition method. In addition, it has the advantage of being faster to 

compute.  
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Figure 4.1: Comparison of delay performance of different decomposition 
methods (N=16,   =128).  a)  Metropolitan scenario  b) Long-haul scenario  
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4.1.3.2. Queue Buffer Size 

Figure 4.2 shows the maximum size of buffer required at the source edge node. The 

simulated network is a single AAPN star (one wavelength) with 10Gbps links and 16 edge 

nodes ( 16N  ). The traffic model is the same as used in the previous section. The duration 

of a timeslot is 10 microseconds. The traffic transmitted through a timeslot, i.e. the volume 

of a slot, is 100K bits. When the load is equal to 0.9, the buffer size needed at the source 

edge node is, for example, 1.04G bits. 
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Figure 4.2: The maximum size of buffer consumed at the source 
edge node 
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4.1.3.3. Response to Fast Traffic Changes 

The response time1 of the bandwidth allocation scheme to traffic changes describes 

how fast the generated switch configurations adapt to sudden traffic changes, e.g. the traffic 

changes from uniform to non-uniform. This response time is influenced by the propagation 

delay (that is, signaling time between edge node and core controller), the traffic estimation 

and the adaptation of the switch configurations (that is, whether the switch configurations 

closely reflect the traffic changes).  

In the simulation, the distance between the edge nodes and the core nodes is set to 20 

kilometers and the change of the traffic distribution from uniform to non-uniform occurs at 

the 50000th timeslot. The average traffic load is set to 0.4. 

Figure 4.3 shows the queuing delay of the slots when the traffic distribution changes at 

the 50000th timeslot. The traffic has low burstiness because it is generated according to the 

bursty traffic model with parameters 1.8, 1, 1.4ON ON OFF     . It is shown that the 

queuing delay increases to a peak and then starts to decrease to a stable value. The curve 

can be divided into three parts: the left part (earlier than the 50000th timeslot), the middle 

part (between the 50000th and the 50500th timeslot) and the right part (later than the 50500th 

timeslot). The left and right parts denote the situation that the scheduler is in equilibrium 

with traffic, respectively. For the middle part, an increase of queuing delay followed with a 

fall is observed. The reason is that the scheduler cannot immediately notice the traffic 

pattern changes (because of the signaling delay).  Therefore, the generated switch 

configurations are not efficient enough to serve the traffic. However, when the bandwidth 

demand for the new traffic (e.g. traffic after the 50000th timeslot) arrives at the core node, 

                                                 
1 The response time may be used to describe whether the scheme is stable against traffic changes.  
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the scheduler generates the switch configurations that are adaptive to the traffic. Hence the 

queuing delay starts to decrease. 
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Figure 4.3: The response time to traffic. 
( 1.8, 1.4, 1ON OFF ON     ) 

4.2. Frame-based Bandwidth Allocation 

Scheme with QoS Guarantee 

4.2.1. QoS Service Models 

Traditional IP networks, i.e. Internet, only support best-effort services. They are 

transforming into commercial broadband multi-service IP networks that require quality of 
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service (QoS) support. The QoS-support is one of the key “must-have” properties of the so-

called next generation networks (NGN) that seamlessly blend the public switched 

telephone network (PSTN) and the public switched data network (PSDN), creating a single 

multi-service network. To ensure QoS in the NGN, IETF (Internet Engineering Task Force) 

proposed two service models, namely Integrated Service (IntServ) and Differentiated 

Service (DiffServ).  

The basic idea of the IntServ model lies in the resource reservation in terms of QoS 

requirements at every network element along the path before the transmission of data 

flows. It can thus meet the demand for end-to-end QoS, i.e. guaranteed service, over 

heterogeneous networks by applying the Resource Reservation Protocol (RSVP) to each 

flow of data [RFC2210]. The guaranteed service [RFC2212] provides firm (mathematically 

provable) bounds on bandwidth and makes it possible to provide a service that guarantees 

delay. The IntServ has the advantage of being able to provide means of delivering end-to-

end QoS guarantee, but it has difficulties to be implemented in reality because all flow-state 

information should be recorded in the network elements along the path, leading to the poor 

scalability for practical deployment in large networks. 

To overcome the scalability issue of IntServ model, the DiffServ model has been 

proposed and standardized.  The approach defines different classes of service (CoS) and an 

application may select the service class it will use. The user has to negotiate a Service 

Level Agreement (SLA) with the network service provider which states what maximum 

bandwidth will be available for each service class. The DiffServ model is flexible and 

scalable for managing traffic in terms of CoS but in most cases it does not provide 

guarantee of specific QoS parameters for any of the service classes (only relative 

performance is guaranteed).  
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4.2.2. Frame-based Bandwidth Allocation 

Scheme with QoS Guarantee 

The QoS guaranteed frame-based bandwidth allocation scheme (QoS-FBAS) approach 

can be adopted to support guaranteed QoS, i.e. guaranteed bandwidth by using the IntServ 

model. The approach has two classes of queues at the edge node, i.e. the high priority 

queue and the low priority queue. The high priority queue stores the traffic that requires 

guaranteed bandwidth, i.e. guaranteed traffic, while the low priority queue stores the best 

effort traffic where there is no guarantee as to timeliness or actual delivery [Xiao1999]. The 

RSVP is used to reserve bandwidth for guaranteed traffic while the signaling protocol 

discussed in Section 3.2.2 is used for the best effort traffic (it is in the low priority queue). 

An admission control mechanism is equipped at the high priority queue to ensure that the 

total bandwidth of the guaranteed traffic that has been served is necessarily smaller than the 

available bandwidth. 

For the guaranteed traffic, the bandwidth request is sent when the state of the high 

priority queue changes, i.e. a new flow of data request arrives at the queue. When the core 

node receives the bandwidth request (e.g. a timeslot per frame) from a given source edge 

node to a destination edge node, it checks out whether there exists enough available 

bandwidth in a future frame. If it cannot find enough bandwidth, the bandwidth request will 

be rejected; otherwise, the bandwidth will be granted. 

For the best effort traffic, the bandwidth request is sent frame by frame. The methods 

discussed in Chapter 3 and 4 (i.e. traffic demand matrix construction, alternating 
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projections method and QBvN) are used to allocate the remaining free bandwidth, i.e. the 

bandwidth that has not been granted to the guaranteed traffic. 

4.3. Bandwidth Allocation for AAPN 

with Concentrators/Distributors 
The scalability of the AAPN is limited by a restriction on the number of ports of the 

core switches. In order to improve the scalability, a device, called concentrator/distributor, 

is employed in [Maier2002] [Kamiyama2005].  For the AAPN with 

concentrators/distributors (Chapter 2 of Section 1.2.2), the bandwidth allocation scheme 

employed at the core node can be employed by two possible bandwidth allocation schemes.  

The first scheme constructs a service matrix in dimension of the number of edge nodes, 

e.g., for a N N  AAPN core node with 1M   concentrators, the dimension of the service 

matrix is N M  which is equal to the maximum number of edge nodes. 

The main issue of this scheme is the scalability due to the computation complexity. To 

overcome the issue, a two-step allocation is adopted in the second scheme. The first step 

allocates bandwidth (i.e. timeslots) between concentrators and distributors and the second 

step determines which edge node is allowed to transmit a slot in a given timeslot.  

For a N N  AAPN core node with 1M   passive concentrators, it is defined that the 

k -th ( 0 k MN  ) edge nodes connects to the /k M   th concentrator. The second 

scheme can thus be described as follows: 

(1) The traffic demand information between edge nodes is signaled to the core 

nodes every frame; 

(2) The corresponding MN MN  traffic demand matrix T  is constructed.  
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(3) To allocate timeslots between concentrators, the MN MN  traffic demand 

matrix T  should be converted to a N N  traffic demand matrix between 

concentrators T , i.e. the entry ijt  ( 0 ,i j N  ) in T  is equal to 

( 1) 1 ( 1) 1i M j M

mn
m i M n j M

t
   

   
  ; 

(4) Construct service matrix S  in terms of the traffic demand matrix T  (as 

described in Chapter 3); the value of  ijs  ( 0 ,i j N  ) in S  denotes the 

number of slots that can be transmitted from concentrator i  to j  during the 

frame.  

(5) Decompose the service matrix to a number of switch configurations, one for 

each timeslot (the switch configuration denotes the bandwidth allocation 

between concentrators);  

(6) These ijs  slots can be allocated among the traffic demands 

 , ( ( 1) , ( 1) )mnt iM m i M jM n j M       by various methods, such as 

max-min fairness and so on. The Max-Min notion of fairness is based on the 

following premises: (a) no user should receive an allocation larger than its 

demand unless its demand is admissible; and (b) increasing the allocation of 

any entity should not result in the decrease of the allocation of another user that 

received an equal or smaller allocation [Bertsekas1992].  By this means, the 

edge node that is allowed to transmit a slot in given timeslot is determined. 
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4.4. Summary 
In this chapter, a simple and efficient scheduling approach, called Quick Birkhoff-von 

Neumann decomposition method is proposed, to configure bandwidth to different edge 

node pairs. It is shown that the computation complexity of the method is as low as ( )O NF  

where N  denotes the port count of the switch and F  denotes the size of a frame. The 

QoS-QBvN method is also proposed that provides guaranteed services (i.e. bandwidth 

guarantee) for guaranteed traffic (i.e. high priority traffic). For the AAPN with 

concentrators/distributors, a two-step bandwidth allocation scheme is proposed for edge 

node pairs. 
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5. Routing in Multi-Core 

Agile All-Photonic 

Networks 

5.1. The Multi-Core AAPN 
The AAPN may contain several core nodes to form an overlaid star topology (Figure 

1.1). This topology connects edge nodes together via several core nodes. As shown in 

[Vickers2000] and [Blouin2002], the overlaid star topology can compare favourably with 

mesh architectures. The overlay of several stars provides robustness in the case of link or 

core node failure [Boch2004]. However, data traversing the network only passes through 

one photonic switch, resulting in a major simplification of the control problem of ensuring 

that contention is rare. From the control point of view, each star can be managed 

independently of the others because there is no data interaction. For each star, resource 

allocation is concentrated at a single point in the network. 

The bandwidth is shared in the time domain over each wavelength on each fiber. The 

minimum bandwidth unit is a timeslot.  Every F timeslots are grouped together to form a 

fixed-size frame. The term “call” is used to describe a connection with a certain bandwidth 

guarantee (i.e. a number of timeslots reserved per frame for a period of time) during a 

period of time. For example, a call may be a telephone call in the telephony networks 

where 64kbps bandwidth is guaranteed.  
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For the QoS-guaranteed frame-based bandwidth allocation scheme approach (see 

Section 4.2.2), the traffic is classified into two categories: bandwidth-guaranteed traffic and 

best-effort traffic. The bandwidth-guaranteed traffic may be differentiated as various data 

flows (i.e. calls) between edge nodes where required bandwidth has been granted by the 

network. When a new call arrives at the edge node, a connection establishment request with 

a given bandwidth demand is sent to the core node. The scheduler at the core node may 

establish a connection in response to the request if there are enough free timeslots in a 

given frame; otherwise, the request will be rejected. When a call is finished, a connection 

release request is sent to the core node and the corresponding connection is released. 

For the multi-core AAPN, there exist multiple cores and thus multiple paths between 

edge nodes. The blocking of a new arriving call depends on the available bandwidth on a 

chosen path (each path via different core node) to the destination. Consequently, it is 

important to investigate routing strategies in the AAPN so that the call blocking probability 

remains as low as possible.  

5.2. Routing Strategies 

5.2.1. Random Routing Strategies 

In the random routing strategy, for each connection request, the source node randomly 

selects one among all paths to the destination in a uniform manner and then uses a signaling 

protocol to establish a connection.  If the connection is not established successfully, the 

request is dropped.  This strategy is simple to implement but it does not take into account 

link state information and thus may not be able to achieve the best performance.  A variant 
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of this strategy is called random-with-retrying, which introduces retrying in path selection.  

In the event of an unsuccessful establishment, the source node randomly selects another 

path among the remaining paths, which would significantly reduce the blocking probability 

of the network. The request will be dropped if all paths are tried with no success. 

5.2.2. Least-Congested-Path Routing 

Strategy 

5.2.2.1. Overview 

In the least-congested-path routing strategy, path selection is based on the current 

timeslot usage on the two links of a path.  For each connection request, the source node 

selects the least congested path among all paths to the destination, making the timeslot 

usage on each link more balanced and the network performance improved.  The congestion 

of a path is defined as the number of timeslots available on the most congested link of the 

path.  The congestion of a link is measured in terms of the number of timeslots available on 

the link.  The fewer the number of available timeslots, the more congested the link. 

To support this strategy, each edge node must maintain the state (i.e. the free 

bandwidth available on each path) information for all paths.  This information should be 

advertised and updated by each core node periodically using a signaling protocol, typically 

one time each frame.  The link state information should contain the timeslot usage during 

the frame.  Note that the link state information used to make a path selection by the source 

may be outdated because of the propagation delay on each link, which would affect 

network performance. 
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Compared with the random strategy, this strategy is more complex to implement 

because it requires the core nodes to advertise and update the link state information 

periodically and the source nodes to compute a path based on the link state information it 

maintains. 

5.2.2.2. Analytical Model for Blocking 

Probability 

In this section, the blocking probability of the least-congested-path routing strategy is 

studied and an analytical model is proposed. In the literature, a variety of analytical models 

have been proposed to compute the call blocking probability with different network 

constraints, traffic models, and routing and wavelength assignment algorithms.  For 

example, Kovacevic et al. proposed an approximate analytical model in [Kovacevic1996] 

to compute the blocking probability of an all-optical network both with and without 

wavelength conversion.  This model, however, only considered static routing and did not 

consider the load correlation between successive links of a path.  In [Barry1996], Barry et 

al. proposed an analytical model to compute the blocking probability of a multi-hop path in 

all-optical networks, taking wavelength correlation into account.  However, this model 

makes more simplistic traffic assumptions and does not take into account the dynamic 

nature of network traffic.  The model proposed by Birman [Birman1996] uses a reduced 

load approximation method with state-dependent arrival rates to compute the blocking 

probabilities with fixed routing and least loaded routing.   It is good for small networks, and 

is applicable to arbitrary topologies and traffic patterns. However, it is computationally 

intensive as the complexity increases exponentially with the number of hops.  In 

[Subramaniam1996], Subramaniam et al. proposed an analytical model that takes both 
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dynamic traffic and link-load correlation into account and has a moderate complexity.  It 

has been shown to be more accurate than the other models for a variety of network 

topologies.  In [Li1999], Li et al. proposed an approximate analytical model to analyze the 

blocking performance of fixed-path least congestion routing and dynamic routing using 

neighborhood information with link-load correlation considered. 

In the context of all-optical TDM networks, less work has been done for computing 

blocking performance.  In [Yates1999], Yates et al. analyzed the blocking performance of 

multi-wavelength TDM networks.  The importance of wavelength conversion and timeslot 

interchange in improving the blocking performance was investigated based on both 

analytical and simulation results.  In [Sivakumar2004], Sivakumar et al. investigated the 

effects of wavelength conversion and timeslot interchange on the blocking performance of 

TDM wavelength routed networks based on simulation experiments.  No analytical model 

was presented. In [Wen2002], Wen et al. studied the blocking performance of a family of 

wavelength and timeslot assignment algorithms proposed for TDM wavelength-routed 

networks. The blocking performance was analyzed based on simulation results without 

using any analytical model. 

The analytical model for blocking probability is developed in this Section which is 

based on Sivakumar’s [Sivakumar2004] and Girard’s work [Girard1990]. To develop the 

analytical model, the following assumptions are made. 

 Connection requests arrive at each edge node according to a Poisson process 

with rate λ.  

 The destination of each connection request is uniformly distributed among all 

edge nodes except the source. 
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 The holding time of each connection is exponentially distributed with mean 

(1/μ). 

 The bandwidth demand of each connection request is one timeslot. 

 The number of timeslots in a frame is identical on each fiber link and is equal 

to F . 

 A timeslot is randomly selected from a set of free timeslots on the selected path 

to be allocated to a connection.  Note that a free timeslot on a path is defined as 

one that is not used on all the links of the path.   

In addition to the above assumptions, it is also assumed that the number of overlaid 

cores in the network M  is two, which is a reasonable deployment in practice.  In this case, 

there are only two fixed alternate paths between a pair of edge nodes, each having two 

hops.  The two paths are referred as the first path and the second path, respectively.  Note 

that all these assumptions are also used in the simulation model. 

It is assumed that the timeslots cannot be interchanged in the core node (i.e. no 

buffering).  This means that the link load or the use of individual timeslots on consecutive 

links is correlated.  To ensure accuracy, it is important to capture this correlation in the 

analytical model.  At the same time, this should not make the model too complicated to be 

tractable.  For this purpose, the correlation model is used which has been presented in 

[Subramaniam1996] and adapted to the network scenario considered in this work.  In the 

adapted model, a timeslot is analogous to a wavelength in the original model in 

[Subramaniam1996].  It is assumed that the link loads in the network have Markovian 

spatial correlation, i.e., the availability of a timeslot on a particular link of a path depend 

only on the availability on the previous one link of the path. It is possible to further extend 

the correlation effects but at the expense of a more complicated model.  Due to the 
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limitation of space, only the results that are directly related to our analytical model are 

given. The readers may refer to [Subramaniam1996] for other details on the correlation 

model. 

The notations used in the correlation model are defined as follows. 

 ( )Q w : the probability that w  timeslots are free on a link; 

 ( )pS y x : the conditional probability that y  timeslots are free on a link of a path, 

given px  timeslots are free on the previous link of the path; 

 ( , )c pU z y x : the conditional probability that cz  connections (timeslots) continue to 

the current link from the previous link of a path, given px  timeslots are free on the 

previous link and y  timeslots are free on the current link; 

 ( , , )f cR n x y z : the conditional probability that n  timeslots are free on a two-hop 

path, given fx  timeslots are free on the first hop, y  timeslots are free on the 

second hop, and cz  connections continue from the first hop to the second hop; 

 ( ) ( , )lT n y : the probability that n  timeslots are free on an l -hop path and y  

timeslots are free on hop l ; 
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Figure 5.1: Call arriving and leaving on a two-
hop path 

Consider a two-hop path consisting of link u (the first link) and link v (the second 

link), as shown in Figure 5.1.  Let lC  be the number of calls that enter link u at node 0 but 

leave link u at node 1, cC  be the number of calls that enter link u at node 0 and continue on 

to link v at node 1, and eC  be the number of calls that enter link v at node 1.  Accordingly, 

the number of calls that use the first link is l cC C  and the number of the calls that use the 

second link is c eC C .  Since the number of calls on a link cannot exceed the total number 

of available timeslots (F) in a frame, we have l cC C F   and c eC C F  .  Also, let l  

be the arrival rate of calls that enter link u at node 0 but leave link v at node 1, c  be the 

arrival rate of calls that enter link u at node 0 and continue on to link v at node 1, and e  be 

the arrival rate of calls that enter link v at node 1.  The corresponding Erlang load is 

denoted by /l l   , /c c   , and /e e   .  Therefore, lC , cC , and eC  can be 

characterized by a three-dimensional Markov chain, with each state denoted by an integer 

triplet ( , , )l c ec c c .  The steady-state probability of state ( , , )l c ec c c  as in [Bertsekas1992] is 

given by  
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Hence, the conditional probabilities defined earlier can be derived as follows, which is 

similar to [Subramaniam1996]. 
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                                      (5.1) 

for min( , ) max(0, )f f cx y n x y z F     , and is 0 otherwise. 
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and  
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The steady-state probability that n  timeslots are free on an l -hop path and y  timeslots 

are free on hop l  can be recursively calculated as 

'

( ) ( 1)

0 0 0

( , ) ( , , ) ( , ) ( ) ( , )
p f c

F F F
l l

f c c p p f p
x x z

T n y R n x y z U z y x S y x T x x

  

           (5.5)                       

' min( , )pF F x F y    

Note that the starting point of the above recursion is (1) ( , )T n y , which is given by 

(1) 0
( , )

( )

n y
T n y

Q n n y


  

 

Therefore, the probability that n  timeslots are free on an l -hop path is given by 

( ) ( )

0

( ) ( ) ( , )
F

l l
p

y

Q n Q n T n y


                                   (5.6) 

A fundamental assumption made in the correlation model is that the path used by a 

connection does not depend on the link state on the path.  For the fixed shortest-path 

routing, it is possible to assume that the effect of the blocking probability on the carried 

traffic load is negligible and the arrival rate on each link is the same in order to make the 

analysis simple.  However, these assumptions become invalid for the least-congested-path 

routing.  In this case, the path for a call is selected based on the current network state.  As a 

result, the arrival rate on each link is dynamically changing. To address this problem, we 

use a method based on the Erlang fixed-point method for alternate routing [Girard1990].  

To describe this method, the following notations need to be defined.  

 

 (1)
uR  ( (1)

vR ): the set of all first-paths that pass through link u  (link v); 
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 (2)
uR / (2)

vR : the set of all second-paths that pass through link u /link v; 

 (1)
,u vR : the set of all first-paths that pass through link u  and link v ; 

 (2)
,u vR : the set of all second-paths that pass through link u  and link v ; 

 1
1( )ijP p : the probability that a connection between node i and node j is established 

on the first path, 1
ijp ; 

 2
2 ( )ijP p : the probability that a connection between node i and node j is established 

on the second path, 2
ijp . 

Using the least-congested-path routing, a connection is established on the path with 

more free timeslots.  Hence, if the first path has more free timeslots than the second path, it 

is selected for the connection.  Otherwise, the second path is selected if there is at least one 

free timeslot on the path.  Therefore, we have 

                         1 2

1
1

1 0

( ) ( ) ( )
ij ij

L

ij p p
P p Q Q



 

 
 

                                                     (5.7) 

                         2 1

1
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2
1 0

( ) ( ) ( )
ij ij

L

ij p p
P p Q Q



 

 


 

                                                    (5.8) 

The arrival rate of calls that enter link u and continue to link v is given by 

1
1 1 1

2
2 2 2

( ) ,

( , ) ( ) ,

0

ij i j

c ij i j

P p if u e v e

u v P p if u e v e

otherwise



 

  
  



                                   (5.9) 

The arrival rate of the calls that leave link u, which include the calls that use link u in 

the first or second path but do not continue to link v, is given by 
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The arrival rate of the calls that enter link v, which include the calls that use link v in 

the first or second path but do not continue from link u to link v, is given by 
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Given the arrival rates to each link, the blocking probability between edge node i and 

edge node j can be calculated as follows.   

                         1 2( , ) (0) (0)
ij ij

b p p
P i j Q Q                                                      (5.12) 

An iterative algorithm is developed to compute the blocking probability on each path.  

In the algorithm, a small positive number   is set as a convergence criterion.  The main 

steps of the algorithm can be described as follows. 

1. For each pair of source and destination nodes, initialize ' ( , ) 0bP i j  , 

, 1,2, ,i j N  .  For all links, initialize ( , )l u v , ( , )c u v , and ( , )e u v  

arbitrarily, ,u v E ; 

2. Calculate ( )pQ n  for each path between each pair of source and destination nodes 

using equations (5.5) and (5.6); 

3. Calculate the blocking probability ( , )bP i j  for each pair of source and destination 

nodes using equation (5.12). If 'max ( , ) ( , )b bP i j P i j   , terminate the 

computation.  Otherwise, let ' ( , ) ( , )b bP i j P i j  and go to the next step. 
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4. Calculate ( , )l u v , ( , )c u v , and ( , )e u v  for each link using equations (5.9), 

(5.10), and (5.11), and then go back to step 2). 

5.2.2.3. Results 

In this section, the accuracy of the proposed analytical model is verified by performing 

a simulation study and comparing the simulation results with the analytical results obtained 

using the model.  Without loss of generality, the AAPN with 4 edge nodes, 2 core nodes 

and eight timeslots (F =8) in each frame is considered. In the simulation, the call arrivals 

follow Poisson distribution and the duration of the calls follows exponential distribution.  

The results are obtained with the mean holding time of calls equal to 100 frames. The 

bandwidth allocation algorithm is the same as described in Section 1 of this chapter. 

Figure 5.2 compares the analytical results and the simulations results in terms of call 

blocking probability in the network.  In computing the analytical results, the convergence 

factor ε is set to 1010  to ensure accuracy; multiple iterations were performed.  In the 

simulation, each point was obtained with a simulation time of 610  timeslots.  It is observed 

that the analytical results are close to the simulation results. It is noted that the simulation 

shows that the network has nearly no blocking when the traffic load is less than 0.5, which 

is confirmed by the analytical results, because the network has enough bandwidth to handle 

the traffic. However, the network blocking probability increases with the increases of the 

traffic load. When the traffic load is high, there exists a difference between the simulation 

and analytical results. This is because of the signaling delay, i.e. the state information sent 

from the core nodes becomes out-of-date when it arrives at the edge nodes. (Note that the 

analytical model assumes that there is no signaling delay between core and edge nodes). 
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Figure 5.2: Blocking probability versus traffic load 

5.2.3. Hybrid Routing Strategy 

The least-congested-path routing strategy can effectively balance the traffic load on 

each link and thus decrease the blocking probability of the network.  For a particular call, 

however, it may select a longer path instead of an available shorter path, which would 

increase the end-to-end delay of the connection. Actually, load balancing is unnecessary 

under low traffic load because there is no congestion in the network in this context (see 

Figure 5.2). The source node may therefore select the shortest available path for each 

connection request, which may improve the delay performance of the network while not 

affecting the blocking probability.  Based on this argument, a hybrid routing strategy is 

proposed that takes into account both load balancing and end-to-end delay in path selection. 
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The strategy selects a path according to either the end-to-end distance or the congestion of a 

path, depending on the traffic load  . More precisely, the shortest available path is 

selected for the connection request when the traffic load is less than a certain threshold, i.e. 

threshold  ; while the least congested path is selected when otherwise. The selection of 

the threshold value threshold  is discussed in the following. 

For the AAPN with M  core nodes, an observation, when applying the least-congested-

path routing strategy, is that there is nearly no blocking if the traffic load is less than 0.5. 

When applying the hybrid routing strategy, the source edge node selects the core node that 

resides in the shortest path if its traffic load threshold  . In this context, the traffic load of 

that path may increase to as maximum as thresholdM   (the traffic that, if the least 

congested path routing strategy is applied, should be shared by M  paths is aggregated to 

the shortest path). Now we want to maintain the network blocking probability the same as 

when the least-congested-path routing strategy is applied. To achieve this goal, the traffic 

load of the shortest path can not exceed 0.51. Then we have 

0.5thresholdM                                                     (5.13) 

Consequently, the traffic load threshold threshold  is  

0.5/threshold M                                                    (5.14) 

5.3. Performance Evaluation 
In this section, we evaluate the performance of the routing strategies discussed in the 

previous section through simulation. We consider a network with eight edge nodes (N=8) 

                                                 
1 Note that a small increase of the traffic load offered to the network may cause a dramatic increase of the load 

in the shortest path because the traffic distributed to different cores aggregates to the same link. 
Consequently, when traffic load is greater than 0.5, a big increase of the blocking probability may occur if 
the shortest path is still applied.  
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and two core nodes (M=2).  The node layout and link distances (in kilometers) are given in 

Table 5.1. The call arrival process is Poisson and the duration of each call is exponentially 

distributed. 

 

Table 5.1 Node layout and link distance 

                   
Cores 
Distance 
 
Edges 

 
 
Toronto 

 
 
Montreal

Quebec 792 248 
Montreal 564 0 
Ottawa 396 195 
Toronto 0 546 
Waterloo 105 651 
London 186 731 
Hamilton 68 610 
Windsor 366 910 

 

Figure 5.3, Figure 5.4 and Figure 5.5 show the average blocking probability, end-to-

end delay, and set-up time, respectively, with different routing strategies. The results are 

obtained with a frame size equal to 100 timeslots and the mean holding time of each call 

equal to 100 frames. 

In Figure 5.3, one can observe that all the strategies achieve good blocking 

performance when traffic load is low.  This means that the hybrid routing strategy can 

achieve zero blocking probability even when the shortest-path routing is used under low 

traffic load.  The least-congested-path routing strategy and the hybrid routing strategy have 

the same blocking performance.  The random routing strategy shows the worst performance 

because it does not take into account current link state information.  The random-with-
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retrying strategy shows the best performance because it uses retrying. Note that retrying 

can also be used with the other strategies in order to further reduce the blocking probability. 
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Figure 5.3: Blocking probability versus traffic load. 

In Figure 5.4, it is observed that the hybrid routing strategy achieves better end-to-end 

delay performance than the other strategies when traffic load is lower than 0.251 because 

the shortest paths are selected instead of the least-congested paths. The improvement 

depends on the propagation delay of the shortest paths. 

 

                                                 
1 Note that two core nodes (M=2) are used in this simulation. Therefore, the value of threshold  is equal to 0.25. 
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Figure 5.4: Mean end-to-end delay versus traffic load. 

In Figure 5.5, it is observed that the hybrid routing strategy achieves better set-up delay 

performance than the other strategies when traffic load is lower than 0.25.  This is because 

the shortest paths are selected and it takes the signaling protocol1 less time to establish a 

connection.  While the random-with-retrying strategy improves the blocking performance 

when traffic load is larger than 0.7, it needs a larger connection set-up time because of the 

use of retrying.  

 

                                                 
1 Note that the in-band signalling is assumed. 
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Figure 5.5: Set-up time versus traffic load. 

5.4. Summary                                                                                   

In this Chapter, routing strategies are investigated for load balancing in all-optical 

overlaid-star TDM networks.  The random routing strategy and the hybrid strategy are first 

presented, and the hybrid routing strategy is then proposed to improve the delay 

performance under low traffic load.  The simulation results show that the proposed hybrid 

routing strategy can significantly improve the delay performance under low traffic load 

while maintaining the same blocking probability as that of the other routing strategies.  The 

introduction of retrying leads to the best blocking performance but at the cost of a larger 

connection set-up time. 
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6. Conclusions 

6.1. Summary 
This thesis focuses on the bandwidth allocation for the agile all-photonic networks 

(AAPN). The AAPN can be deployed as a long-haul network or a metropolitan network. In 

this context, two problems related to the bandwidth allocation must to be solved: 

i. What kind of bandwidth allocation scheme can be employed at the core node? – It 

should be both efficient and simple. 

ii. What routing strategy should be employed in the context of the AAPN? 

Both theoretical analysis and simulations confirm that the combination of the 

alternating projections method with the quick Birkhoff-von Neumann decomposition 

method provides a simple and efficient bandwidth allocation scheme for the AAPN. The 

routing method proposed in this work provides a trade-off between the delay and the 

blocking probability, i.e. the method improves the delay performance of the network 

dramatically under the low load while not affecting the blocking performance at high load.  

 

6.2. Thesis Contributions 

6.2.1. Bandwidth Allocation Scheme 

The main contribution of this thesis work lies in the frame-based bandwidth allocation 

scheme for the AAPN. As outlined in the summary above, the combination of the 
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alternating projection method 1  and the quick Birkhoff-von Neumann decomposition 

method2 provides a simple and efficient frame-based bandwidth allocation scheme for the 

AAPN. For the alternating projections method (see footnote 1), I compared the similarity of 

the method with others (see Section 3.3.4, 3.3.5 and 3.3.7) and showed through simulation 

that the projections method provides a better delay performance. 

The proposed bandwidth allocation scheme can be extended to the context of the 

AAPN with concentrators. In this case, a two-step allocation scheme is proposed in this 

thesis to overcome the scalability issue. This scheme can be used in the AAPN with either 

passive or active concentrators. 

Another extension of the proposed bandwidth allocation scheme is in the context of 

several levels of QoS. This new scheme, called the QoS guaranteed frame-based bandwidth 

allocation scheme and described in Section 4.3.2, can be adopted to support guaranteed 

QoS. 

I also proposed two analytical models3, called first-fit model and first-fit with random 

model, to analyze the delay performance for the AAPN and made the simulation to verify 

the model. It is shown that, if a bandwidth allocation algorithm keeps allocating free 

bandwidth (i.e. the bandwidth that is not allocated to any requests), the allocation algorithm 

may achieve a good delay performance especially in long-haul networks. 

                                                 
1 Cheng Peng, Sofia A. Paredes, Trevor J. Hall and Gregor v. Bochmann, “Constructing service matrices for 

agile all-photonic network cores”, in proceedings of 11th IEEE Symposium on Computers and 
Communications (ISCC'06), Pula-Cagliari, Sardinia, Italy, 26-29 June, 2006, pp. 967-973. (the Best Student 
Paper Award ) 

2  Cheng Peng, Gregor v. Bochmann and Trevor J. Hall, “Quick Birkhoff-von Neumann decomposition 
algorithms for agile all-photonic network cores”, in proceedings of 2006 IEEE International Conference on 
Communications (ICC 2006), Istanbul, Turkey, 11-15 June, 2006, pp. 2593-2598 

3 Cheng Peng, Peng He, Gregor v. Bochmann and Trevor J. Hall, “Delay performance analysis for an agile 
all-photonic star network”, 5th International IFIP-TC6 Networking Conference, Coimbra, Portugal, May 
15-19, 2006, Proceedings. Lecture Notes in Computer Science 3976 Springer 2006, pp. 368-378 
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6.2.2. Routing 

In the area of routing for AAPNs, an analytical model1 for the AAPN is proposed (see 

footnote 2) to investigate the blocking probability when the well-known least-congested 

path routing is employed. In this work, I investigated the analytical model and verified it 

through simulation.  

Furthermore, a routing model2 is proposed (see footnote 3) by which the source edge 

node can select the shortest available path under low traffic load and balance the traffic 

when the traffic load is high. The method improves the delay performance of the network 

dramatically at low traffic load while not affecting the blocking performance at high load.  

In this work, I proposed the routing model and studied the performance by simulation. 

6.3. Contributions related to the AAPN 

Project 

6.3.1. Fault Restoration 

In the area of fault restoration in AAPNs, a fault detection and restoration method3 has 

been proposed and the performance was simulated. In this work, Dr. Jun Zheng and I 

                                                 
1 Jun Zheng, Cheng Peng, and Gregor v. Bochmann, “Blocking model for all-optical overlaid-star TDM 

networks”, in proceedings of 2006 IEEE GLOBECOM conference, San Francisco,  USA, pp. 1-6 

2 Jun Zheng, Cheng Peng, Gregor v. Bochmann and Trevor J. Hall, “Load balancing in all-optical overlaid-
star TDM networks”, in proceedings of 2006 IEEE Sarnoff Symposium, Princeton, NJ, USA, 27-28 March, 
2006,  . 

3 Jun Zheng, Cheng Peng, and Gregor v. Bochmann, “An Effective Fault Detection and Localization Scheme 
for All-Optical Overlaid-Star TDM Networks”, in proceeding of 2006 ChinaCom, Beijing, China 
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proposed an effective fault localization technique to facilitate the provisioning of a 

restoration scheme in the event of a network failure. Furthermore, Dr. Jun Zheng proposed 

a fault advertisement protocol and I analyzed the service recovery time with the proposed 

fault detection and localization technique. 

6.3.2. AAPN Prototype Implementation 

The AAPN prototype will be implemented in software and hardware. The control 

protocols has been designed between edge nodes and the core switch controller, allowing 

the integration of various bandwidth allocation algorithms and IP-MPLS transmission of 

traffic coming from certain applications and artificial traffic sources. 

Mr. Yong Deng, Dr. Yiming Zhang and I are in charge of the software development of 

the AAPN prototype. Specifically, I implemented the frame-based bandwidth allocation 

scheme (see Chapter 3 and Chapter 4). As compliant with the technical specification of 

AAPN, the execution time of the scheme should be less than 1 millisecond for 6464  

switches (the frame size is 100 timeslots and the duration of each timeslot is 10 

microseconds). I tested the execution time of the scheme in Linux with Intel's Pentium(R) 4 

CPU 3.20GHz using a traffic demand trace generated through a bursty traffic model (see 

Section 4.2 of Chapter 2) with parameters 1.2, 1, 1.4ON ON OFF      and 7.0 . The 

trace length is 1,000,000 timeslots. In the case of switches with 64 ports, the 

implementation finishes execution in around 0.777 milliseconds; in the case of a switch 

with 32 ports, the implementation finishes execution in 0.338 milliseconds on average1. 

                                                 
1  The code was optimized according to the Sun application tuning seminar, “application performance 

optimization on Sun systems”, that was held by HPCVL (high-performance computing virtual laboratory) 
http://www.hpcvl.org/  
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6.4. Future Work 
The above work in routing and fault restoration is restricted to the framework of 

AAPN. In the future, the work can be extended to a context where AAPNs and legacy 

networks are interconnected.  In this context, the network consists of several domains (e.g. 

the AAPN itself may be viewed as a domain). It is therefore worth studying the global 

optimal routing when AAPNs are deployed to the backbone domain, which includes 

dynamic routing algorithms to create paths that span multiple domains and efficient 

mechanism of routing information exchange within and between domains.  

In the fault restoration aspect, it is worth studying and designing novel 

methods/mechanisms and algorithms for MPLS flows over AAPNs in multi-layer (e.g. 

IP/MPLS layer and optical layer), multi-service (e.g. services with differential protection 

and restoration requirements) and multi-domain network scenario. In general, these 

techniques and their combinations should be usable in different parts/segments of the 

networks to protect an inter-domain path. In addition, to improve the efficiency of the 

resource utilization, the capability to share bandwidth among inter-domain backup paths 

protecting independent facilities must be considered [He2006].   
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Appendix: Internet Traffic 

and Modeling 

A. Internet Traffic Characteristics 
Network devices put packets on an Internet link and multiplex the packets from 

different active connections. Empirical and theoretical studies of Internet traffic conclude 

that an increasing number of simultaneous active connections cause a dramatic change in 

the statistical properties of packet traffic on an Internet link [Cao2002]. Starting at low 

connection loads on an uncongested link, packet arrivals are long-range dependent, creating 

burstiness1. As the connection load increases, the packet arrivals tend to Poisson and the 

burstiness begins to reduce due to the multiplexing gain. When the load is heavy, the 

waiting time for service will increase exponentially as the load on a queue approaches 

100% [Kingman1962]. 

These results have important implications for the AAPN. For optical metropolitan 

networks, an edge node connects with a small number of user hosts. Hence connection 

loads may not be very large. The traffic characteristics tend to be bursty. For optical long 

haul networks, an optical link (e.g. wavelength) may carry large numbers of connections. 

The traffic characteristics tend to be smooth. 

 

                                                 
1 It means large variation in the traffic bit rate. 
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B. Bursty Traffic Models 
The main findings that traffic exhibits self-similar or fractal behavior 1  was first 

highlighted in [Leland1993]. Self-similar traffic exhibits long-range dependence (i.e., 

hyperbolic decay of autocorrelations with increasing time separation). This is in contrast to 

classical traffic models, such as Poisson, which exhibit short-range dependence (i.e., 

exponentially decaying autocorrelations).  

There are two common families of self-similar traffic generators: fractional Gaussian 

noise and fractional ARIMA processes2; in the teletraffic literature the former is more 

prevalent [Reeve2003]. Fractional Gaussian noise, as shown in [Wang2003], is produced 

when a number of on-off sources are multiplexed together. Each source is either sending 

traffic at a constant rate (in the on state) or sending no traffic at all (in the off state). The 

distribution of the time spent in each state is heavy tailed. The Pareto distribution, with 

finite mean and infinite variance, may be used to model the life time in each state. The 

aggregation of these sources yields a process with long-range dependence due to the heavy-

tail nature of the Pareto distribution, and hence a bursty traffic trace [Leland1994] 

[Paxson1995a]. 

The probability density function for the Pareto distribution is [Ash1993]: 

1( ) ,f x x x      

and the cumulative distribution function is: 

 ( ) 1 ( / )F x x    

                                                 
1 These two terms mean that the traffic is bursty at all time scales and there is no natural length of a burst; in 

effect at any instant of time it is impossible to predict if a burst will occur, and if it does, how long that burst 
will last. 

2 ARIMA is an acronym for AutoRegressive, Integrated, Moving Average. 
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with mean 

 ( )
1

E x






 

Where   is the minimum value of x , 0  ; and   is the tail index, 0  . When 

2  , the variance of the distribution is infinite. When 1  , the mean value becomes 

infinite as well. For self-similar traffic, the distribution is asked to have infinite variance, 

but finite mean. Therefore,   should be 1 2  . As shown in Figure A-1, longer tails in 

the distribution are obtained with 1  .  
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Figure A-1: Probability density functions for Pareto distribution 
with different   ( 1  ) 

 



 - 113 - 
   

Let the cumulative distribution function ( )F x  be denoted as u , i.e. ( )u F x , 

(0 1)u  . The inverse function of ( )F x  is 

 
1/(1 )

x
u 





 

If u  is a random variable uniformly distributed between 0 and 1, then x  is a Pareto 

distributed random variable. The formula implies that a uniform distributed random 

variable u  that can be generated by computers can be mapped to a Pareto distributed 

random variable x . 

The Pareto distributed random variable x  may be used to describe both the sending 

time in the on state, ONx , and the silent time in the off state, OFFx  (In this case, both the 

sending time and the silent time are Pareto distribution). For the AAPN, both are counted 

by the number of timeslots. A method to generate bursty traffic is to move between the on 

state and the off state alternately with the given parameters ON , ON , OFF ,   (average 

load)1. 

Given a uniform distributed random variable u , the sending time can be determined by 

1/(1 ) ON

ON
ONx

u 





 

 Now, in order to determine the silent time OFFx , we need to know the value of the 

parameter OFF .  This parameter can be determined by the following arguments. 

Define 

( )

( )

OFF OFF

ON ON

E E x

E E x




 

                                                 
1 Here the parameter OFF  is missing so the silent time OFFx  cannot be determined. Therefore, we need to 

calculate the parameter by these givens.   
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Given a specified average load  , the average silent time OFFE  can be calculated by 

1
( 1)

ON

ON OFF

OFF ON

E

E E

E E










 

 

where the average traffic sending time ONE  can be determined by  

1
ON ON

ON
ON

E
 





 

Finally, the parameter OFF  can be determined 

1

1

OFF OFF
OFF

OFF

OFF
OFF OFF

OFF

E

E

 













 

Now we can calculate the silent time given the uniform distributed random variable u  

1/(1 ) OFF

OFF
OFFx

u 





 

C. Poisson Traffic Model 
The Poisson traffic model provides a simple and trivially tractable model for reasoning 

about telecommunications traffic. However, it underestimates the burstiness of aggregated 

network traffic [Paxson1995b]. The Poisson traffic model uses the Poisson distribution to 

model the number of events (e.g. packet arrivals, telephone calls, etc.) occurring within a 

given time interval. The interval between consecutive events follows an exponential 

distribution. 

 The probability density function for the exponential distribution is: 
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( ) xf x e    

where   is the rate parameter1 and the cumulative distribution function is: 

( ) 1 xF x e    

with the mean 

1
( )E x


  

Let the cumulative distribution function ( )F x  be denoted as u , i.e. ( )u F x , 

(0 1)u  . The inverse function of ( )F x  is 

 
1

log(1 )x u


    

If u  is a random variable uniformly distributed between 0 and 1, then x  is a exponential 

distributed random variable that may be used to describe the interval between consecutive 

arrivals. The relationship between the arrival time and the interval is shown in Figure A-2. 

 

 

A1 A2 A3 A4 A5 A6 

x1 x2 x3 x4 x5 x6 

timeslot 1 timeslot 2 

timeline 

 

 

Figure A-2: Relationship between the arrival time 
and the interval time 

 

                                                 
1 It is usually regarded as arrival rate of the calls in telephony networks. 
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The , 1,2,3,...iA i   denote the packet arrivals and the , 1, 2,3,...ix i   denotes the 

intervals between consecutive arrivals. Thus the arrival time iT  of iA  may be calculated by 

1

i

i j
j

T x


  

For each packet arriving at the time iT , the length of the packet may be calculated 

through the Poisson distribution as well. Note that since packets have duration and the 

inter-arrival time is arbitrarily short, Poisson distribution is not physical on short time 

scales as it allows packets to overlap.  
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