Delay Performance Analysisfor an Agile All-Photonic
Star Network

Cheng Peng, Peng He, Gregor v. Bochmann and TdeVdall

Centre for Research in Photonics
School of Information Technology and Engineering
University of Ottawa, Ottawa, ON, K1N 6N5, Canada
{cpeng, penghe, bochmann, thall}@site.uottawa.ca

Abstract. In this paper, we study the delay performance of a centrally-
controlled agile all-photonic star WDM network that provides multiplexing

the time domain over each wavelength. We consider two timesloatdinc
strategies, First-Fit (FF) and First-Fit+Random (FFR)wa# as network sce-
narios with different propagation delays. Both theoretical anaysésimula-

tion experiments are conducted to evaluate the delay performance rétthe
work. Through analytical and simulation results, we show that alhgredsid-

ual free bandwidth can significantly improve queuing delay performance under
light traffic load while maintaining good delay performance under heaffjct

load, especially for a network scenario with large propagation delégsre-

sults obtained can be used to guide the design of scheduling algorithms espe-
cially for large-scale networks.

1 Introduction

The term “agility” in optical networks describegtability to deploy bandwidth on
demand at fine granularity, which radically incremsetwork efficiency and brings to
the user much higher performance at reduced cost. @@ssible scheme to provide
such agility in WDM networks is multiplexing in thiene domain, which is based on
the principle of Time Division Multiplexing (TDM)[IL In such a context, optical
switches along lightpaths must be scheduled tonfegare every timeslot, or every
few timeslots, for bandwidth sharing. The centraibntrolled Agile All-Photonic
Networks (AAPN)[1][2] can provide such agility.

As shown in Figure 1, an AAPN consists of a numbefr hybrid
photonic/electronic edge nodes connected togeti@ea\core node that contains a
stack of bufferless transparent photonic spaceckedt one for each wavelength. A
scheduler at a core node is used to dynamicalbcaté timeslots over the various
wavelengths to each edge node. An edge node cerdgasrparate buffer for the traf-
fic destined to each of the other edge nodes. Theers are called Virtual Output
Queues (VOQs) [3] and are used to eliminate thedH&iaLine blocking problem
associated with First-In-First-Out (FIFO) queuing].[Traffic aggregation is per-
formed in these buffers, where packets are colletigether in fixed-size slots (or,



alternatively, bursts) that are then transmittediagle units across the network via
optical links. At the destination edge node thdsshre partitioned, with reassembly
as necessary, into the original packets. The dptioee network does not provide
wavelength conversion or buffering, which proviaesjor network architecture sim-
plifications and hardware reductions.
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Fig. 1. AAPN startopology

The focus of this paper is on the delay performasfcine AAPN with two time-
slot allocation strategies as well as network sgegsawith different propagation de-
lays. We first review related work in the literauend introduce the signaling proto-
cols between core and edge nodes. Then we prowatle theoretical analyses and
simulation experiments to evaluate the delay paréorce of the network by applying
these two strategies to AAPN. In the last parthef paper, we conclude that allocat-
ing residual free bandwidth can significantly impeoqueuing delay performance
under light traffic load while maintaining good dglperformance under heavy traffic
load.

2 Related work

In the literature, the delay performance of différecheduling algorithms for an
Input Queued (1Q) switch (a switching fabric equedpvith buffers at its input ports)
have been studied extensively (e.g. [5][6]). Theaknis relevant to AAPN since the
star network formed by each wavelength space swiiith its attached edge nodes



can be viewed as a distributed 1Q switch. In félag AAPN architecture may be

viewed as a distributed three-stage Clos packeatbwihe edge nodes can be logi-
cally split in two parts (the source and the dediom modules) and the core node
may be explicitly drawn with its de-multiplexers/tiplexers and its wavelength

space switches in parallel. The connections betwleemespective source/destination
edge nodes and the core node are seen now asegtiahal (shown in Figure 1).

The delay performance analyses for an 1Q switctallisshown in the literature
cannot be compared to AAPN because it implies peppagation delay between the
edge nodes (input buffers) and the core node (svdtbric). The propagation delay,
however, cannot be ignored since AAPN can be deplay the backbone of national
or large metropolitan networks.

The performance of passive star optical networks widied extensively in
[7][8][9]. By “passive” it is meant that the coreode uses couplers or Array
Waveguide Grating (AWG) optical devices. Though tletwork topology is the
same as AAPN the switching mechanisms appliedd@tine node are quite different
since passive AWG optical devices are used, assmgpto the dynamic photonic
switch fabrics used in the AAPN core node. A scliedualgorithm based on time-
slot allocation was proposed in [9] but the delgyfgrmance was not studied. The
scheduling algorithms discussed in [7] and [8] quée different from our work be-
cause they do not multiplex slots in the time demmier each wavelength.

3 Signaling and scheduling strategiesin a TDM-AAPN

3.1 Signaling protocols

When the AAPN operates in TDM mode (TDM-AAPN), eatlge node signals a
bandwidth request (estimated mainly from queues stdbrmation) to the core along
control channels (shown as dotted lines in Figurdefore sending the slots. The
scheduler at the core allocates timeslots to edgh aode over an appropriate wave-
length based on the request. The schedule is sigtck to inform each edge node
of the timeslots that it may use to transmit itgffic for each destination, and the core
wavelength switches are re-configured in coordamatiith the edge nodes according
to the bandwidth allocated.

3.2 Scheduling strategies

The main task of a scheduler at a core node ifidoage timeslots over an appro-
priate wavelength to edge nodes.

An ideal scheduler may allocate timeslots in suetag that each edge node may
be granted the earliest possible available timedlased on its bandwidth request. By
“earliest possible” we mean the earliest timedhatt tan edge node can send a slot
without contention. In order to simulate the ideahdwidth allocation mechanism, a



scheduling strategy, callddrst-Fit (FF), is studied, where the earliest possible time
slots can always be allocated without blocking. Tiheeslots granted by the sched-
uler in response to the request are calkesdrved timeslots for the slot for which the
request was issued.

Another scheduling strategy is call&dst-Fit+ Random (FFR) where the sched-
uler allocates the earliest possible available glotefor each edge node based on its
bandwidth request and randomly allocates residea fimeslots over all the output
links of the AAPN core node. Such randomly allodateneslots are referred to as
unreserved. The benefits of this strategy are that slots rhaytransferred without
waiting for their reserved timeslots if an unresehtimeslot assigned to the correct
destination is available earlier, which reduces dneuing delay of the slots. Evi-
dently, a slot cannot be sent later than its resktimeslot.

4 Analytical analyses of delay performance

In this section, analytical analyses of the delesfggmance for the two timeslot al-
location strategies, FF and FFR, over a single leagth are discussed in the context
of AAPN.

4.1 Assumptions

We assume that an AAPN core contailéxa photonic space switch for a single
wavelength. Each source edge node maintains a V@QawIFO queuing policy for
each destination edge node. The capacity of th€®3s/is assumed to be infinite. It
is also assumed that, in every timeslot, thera imdependent and identical probabil-
ity o (load) that traffic arrives at an edge node. Thivals therefore follow a Pois-

son distribution. We assume that traffic is equlilkgly destined for each edge node.
The longest propagation delay between core and ealges is assumed to e

4.2 Analytical analyses of delay performance

Two factors affect the queuing delay performan@ae is the scheduling delay,
the other is the signaling deldy,,in, - The scheduling delay describes the waiting

time introduced by the scheduler to resolve comantA bound forA follows
Shah’s delay model in [6] which is slightly tight#ran Leonardi's [5] for uniform
traffic. According to Section 3, the signaling dela defined as the round-trip time
(measured in timeslots) between the core and the eddes.

d =2d D

signaling



4.2.1 FF strategy

The waiting time of a slot that is transmitted tgh its reserved timeslot is de-
noted byD,,,. The D, is determined by the sum of the signaling and delireg

delay, that is:
D, =d

rsv signaling

+A ()]

The signaling delaydggnqing Can be calculated according to (1). The scheduling
delay A can be calculated according to following arguments

Given aNxN photonic space switch, the probabil® that a slot from a given
source edge node is destined to a given destinatiga node is:
1 ©)

Pest :ﬁ

The probability p44 that a slot arrives at a given source edge noddsamesstined
to a given destination edge node is
©)

Paest = P* Prest :ﬁ

In the context of AAPN, there are a total Hf VOQs (one for each edge node)
with slots destined to the same edge node thaendribr the output link of the core
node, and there are a total Nf VOQs (in one edge node) that contend for the input
link of the core node. Therefore, the link loagl,, is:

Aink = N Pgest = P (5)
The scheduling delay that a slot waits in a VOQ lbampproximated [6] as,
A:N_].D p”nk D 1 _N_l (6)

N 1-g A/N 1-p
Introducing (1) and (6) to (2), we have

D =og+ N1 @

rsv

For FF strategy, a slot at an edge node can onlsebe out through its reserved
timeslot. Hence the queuing delay of FF strat@gy is:

N-1 (8)




4.2.2 FFR strategy

For FFR strategy, it is not necessary for a slovait D,,, timeslots for transmis-

sion because the slot may be sent out earlier mguen unreserved timeslot. We
denote byD,, the waiting time of a slot that is transmittedotlgh an unreserved

timeslot. TheD,, is determined by the scheduling delay only, ivehen a slot

reaches the head of its VOQ, it will depart on fin&t unreserved timeslot if one is
available before its reserved timeslot; otherwisevaits for its reserved timeslot.
Hence,

Dysy =4 9)

For the AAPN deployed in the backbone of natiomalasge metropolitan net-
works (optical links are more than 100km), neatlystots are transmitted through
unreserved timeslots if the load is less than Qétd the facts that (1) the number of
the waiting slots is on average less than thahefunreserved timeslots and (2) the
time that a slot waiting for its reserved timesotather long. In case the load ex-
ceeds 0.5, it means that some slots are forced tmahsmitted through their reserved
timeslots because of the shortage of the unresdiwvedlots. Based on the thoughts,
we discuss the expected queuing delay of the FRRadrscenarios.

1. The expected queuing delay of the FFR wigern 0.5

The probability P,, that a slot is sent out through an unreservedstishés deter-

mined by three conditions: (1) the timeslot is werged; (2) the timeslot is destined
to the same edge node as the slot; (3) the comdsppVOQ is not empty.
Let us consider a timeslot aIIocatidk(i) by a FFR scheduler for a given edge

wherei 0{0,1,.N-}.
Denoted byPR,, , the probability thatA(i) is an unreserved timeslot departing
from edge node is:
Rrs =1~ Piink (10)
The probability thatA(i) is destined to a given edgeis denoted byP; where

j0{0,1,..N = }. According to the uniform traffic assumption, tieserved timeslots

are equally likely destined for each edge node. Dute random allocation for the
residual bandwidth, the unreserved timeslots avalgglikely destined for each edge

node as well. Thus, for any{0,1,..N -}, we have

1 (11)

The probability that thej th VOQ is not empty is denoted uy,ij for any

i0{0,1,..N=1}. In the context of AAPN, there are a total Nf VOQs (one for
each edge node) with slots destined to the same malde that contend for the output



link of the core node, and there are a totaNoVOQs (in one edge node) that con-
tend for the input link of the core node. Hence,

Rioq, = Aink (12)
By (5), (10), (11) and (12), we have

p(1-p) (13)
N

Pa = Rirev [P DD\/OQJ =

Accordingly, the probabilityP, that a slot is sent out through its reserved tiotes
is
p(1-p) (14)

R =(1-R,)=1- N

Consequently, the expected queuing ddlay s for p=0.5 can be calculated by
the following equation.

D20.5 = PST DFS/ + PSU Dursv (15)
Introducing (1), (2), (7), (9), (13) and (14) tdbjlwe have
N-1 (16)
+
1-p
2. The expected queuing delay of the FFR whex 0.5

For p<0.5, more unreserved than reserved timeslots areaddidcby the FFR.

Almost all slots can be sent out through unresertigeslots. Based on these
thoughts, we assume for now that all slots are genthrough unreserved timeslots,
which is equivalent to the case that the core nmhelomly allocates unreserved
timeslots without knowing the bandwidth requestd signals the allocations back to
the edge nodes.

According to the assumption, the equivalent efiecbhandwidth for each link de-
grades tol-p of the link bandwidth since we assume no slots temasmitted

through reserved timeslots. Hence, the equivaieklidad Og,,in iNcCreases up to

A (0

1-p
The scheduling delay that a slot waits in a VOQ can be approximatedfs]

1_

Pequ-link

_ i - - 18
A= N 1D Pequ-link E 1 — N-1 = N 1(1_ ) (18)
N 1= Peyeiink Pequetink /N 1= Peguaiink 1= 20

Consequently, the expected queuing ddlay ; for 0 <0.5 is



N-1
Doys=A=—_=(1-
<0.5 1—2,0( p)

(19)

3. The expected queuing delay of the FFR
For (19), given aN , we have

lim Dy = 20
p-05 <0 *° (20)
Equation (20) indicates that the delay will becomgnite when the load ap-
proaches to 0.5, which is unrealistic. The readothie result is the assumption that

all slots are sent out through unreserved timesitisn o <0.5. Actually, when the

load increases, some slots have to use their exbdimeslots so the queuing delay
would be bounded by Equation (16). Consequentlyettpected queuing delay of the
FFR Dgrr can be expressed by the following equation.

~ Duos p=0.5 (21)
PR I min(Dy5,Ds05) Otherwise

Note that Equation (21) can be solved by combiifir&) and (19).

5 Simulation Results and Discussions

In this section, we present both the analytical sintulation results of the delay
performance of AAPN using the two scheduling st FF and FFR, with differ-
ent propagation delays. We demonstrate the accufagyr analytical techniques by
comparing analytical results to simulation. In thienulations, the traffic requests
arrive at the network following a Poisson procesy] the holding time is exponen-
tially distributed. We assume that all the sourestithation node pairs have the same
traffic load. The duration of a timeslot is 10 naseconds. The simulation lasts
1,000,000 timeslots.

There are three factors that affect the queuingydehder a given load, i.e., the
scheduling strategies (whether using unreservedstots or not), the scalability of
the AAPN core node (measured in the port dimenlignand the longest propaga-
tion delay between the core and the edge natli@seasured in timeslot). We study
how these factors affect the delay performanchiggection.

In Section 4, we assume that all slots are senthoough unreserved timeslots
when p <0.5. With this assumption, we analyze the delay perforce of the FFR.

Figure 3 shows the simulation result of the prolitgthf P, in Equation (14)) that a

slot is transmitted through its reserved timestadar the FFR scheduling strategy. As
we can see, when the load is less than 0.5 (lagd)| the probability is almost zero
and thus can be ignored. When the load becomesrltiign 0.5, the probability in-
creases very fast for all three propagation detayd hence cannot be ignored. This
simulation shows that the assumption fmk 0.5 is correct.
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In Figure 4 (Equation (8) and (21)), three curves presented. The solid ones
show the expected queuing delay of the FFR, wharesslots are sent out earlier by
using unreserved timeslots. The simulation resoitshe FFR are shown as point
marks (no lines). The dotted lines, as a benchntavie the expected queuing delay
by applying the FF strategy, where all slots arg s&t through their reserved time-
slots.

It is shown that the delay curves of the FFR (Eguaf21)) are matched well with
the simulation curves, both in amplitude and in tteed of curves in the low-load
and high-load regions, which confirms the correstnend exactness of our analytical
analysis proposed in Section 4 in general. Howeagmnentioned earlier, in the re-
gion of medium load, the analytical model is natqise because of the assumptions
made.

As shown in Figure 4, the delay curves can be divighto three regions according
to load, i.e.,p<0.5, p=0.5 and p>0.5.

In the first region 0< p < 0.5), where the load is light, both FF and FFR curves

are fairly “flat”. The FF curves are just abo2d because of the signaling delay that
is equal to2d . Compared to the scheduling delay, the signaliatayd of the FF
dominates the queuing delay in the low load regfsshown in Figure 4, the FFR
curves are just above zero. Apparently, FFR oubpers FF greatly because nearly
all the slots can be transported by unreservedstote
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Fig. 4. Queuing delay as a function of offered load for Ah&nder various schedul-
ing strategies and different propagation dely8g).

The scale of such an improvement is different fiiecent propagation delays. It is
shown that FFR can contribute a significant improget to the delay performance
compared to FF in an AAPN with large propagatiotage The reason is that the
propagation delay has nearly no influence on thaydeerformance for FFR (Equa-
tion (19)) whenp<0.5. It hence can be concluded that allocating residhes

bandwidth can significantly improve queuing delagrfprmance in the light load
region, especially when the propagation delayrigelae.g., for a WAN.

In the second regiond = 0.5), the FFR curves dramatically rise and approaeh th

FF curves. This can be explained by Equation (88) is the slots are largely accu-
mulated in the VOQs so that some of them are fotoadse their reserved timeslots
for transmission. It is observed that the simul&&®R curves are not as sharp as the
analytical ones. This is because the analyticalehassumes that all slots are sent out
through unreserved timeslots whern< 0.5, which ignores the transition by which

slots gradually use more reserved timeslotg a&screases in the first region.

In the third region 0.5< p < 1), where the load is heavy, slots are more likely t

be sent through their reserved timeslots and hexgerience both the signaling delay
and the scheduling delay. In this region, signaliligy dominates the delay per-
formance. Thus the FFR has only a limited improveine the delay performance of

the FF. It can be concluded that allocating redifhe@ bandwidth gives a small im-

provement to the queuing delay performance in da load region.



6 Conclusions and Remarks

In this paper, we study the delay performance ddgile all-photonic star network
with centralized schedulers working in TDM mode.séheduling strategy, called
First-Fit (FF), which emulates an ideal bandwidth allocathmat allocates the earliest
available timeslot for each edge node based doeitslwidth request, is studied. The
FF shows long queuing delay especially for largdesmetworks even if the traffic
load is light. Another scheduling strategy, callédst-Fit+ Random (FFR), is studied
and shows a significant improvement of the quewalay performance in the light
load region. Through analytical and simulation hsswve show that allocating resid-
ual free bandwidth can significantly improve theeging delay performance under
light traffic load while maintaining good delay pemmance under heavy traffic load,
especially for a network scenario with large pragiamn delays.

The model proposed in the paper is for the AAPNalegl in the backbone of na-
tional or large metropolitan networks where thepaigation delay is quite large. The
accuracy of the model may decrease in the LAN enwitent due to the assumption
that all slots are sent out through unreserveddliobe whenp < 0.5. Figure 3 shows

that more reserved timeslots are used for trangmiss the region ofp <0.5 with a

smaller propagation delay. It therefore remindshas the propagation delay in LAN
can be ignored since the scheduling dAlajominates the delay performance which
can thus be modeled by classic queuing theories.

The conclusion in this paper can be used to desigaduling algorithms. For ex-
ample, a Birkhoff-von Neumann decomposition bagedglot allocation algorithm is
discussed in [10] where the residual bandwidthllecated in a round-robin way to
gain good delay performance. Furthermore, thelvasibandwidth can also be allo-
cated randomly with a weight proportional to theerage traffic to the particular
destination (average over some recent time pet@djlapt to non-uniform traffic.

The current FFR reserves bandwidth for incominfitrand tries to take advan-
tage of unreserved timeslots. The reserved timgesknt only be used to send the slots
that reserve them even if they have been senthootigh the unreserved timeslots,
which implies that these timeslots cannot be deeitto others in this case. Hence,
one of our future works is to study an enhancedioerof FFR, in which a reserved
timeslot can become unreserved if its associat#chak already been send out.
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