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Abstract. Most adaptive multimedia multicast applications require the source
to select the number of streams to transmit as well as the QoS parameters for
each stream. If the receivers have different bandwidth limits for their devices
and have various preferences for the quality of the data, selecting the QoS pa-
rameters that generate the best average satisfaction for all receivers is a chal-
lenging problem. In this paper, we developed a selection algorithm that is based
on the user profiles and the device capabilities. Receivers are required to send
their profiles and the bandwidth limitation on their devices to the source once
before the session starts. To avoid the implosion problem and have a constant
running time for the selection algorithm, we partition the receivers according to
the bandwidth limit of their devices into classes and use a virtual representative
for each class of receivers.

1   Introduction

Multimedia broadcast applications like tele-teaching, teleconferencing, Internet TV, or
remote presentation, are becoming valuable services for users of the Internet. These
applications became possible due to advances in the capabilities of desktop machines
and transport networks. At the level of transport, the most important advance that
made these applications possible was the development of broadcast protocols, such as
the Multicast Backbone (Mbone). The Mbone is an experimental virtual network
imposed on the top of the Internet and has been used as a multicast test-bed. The
Mbone consists of islands of multicast-capable networks, connected to each other by
virtual links called "tunnels", and it shares the same transport infrastructure as the
Internet.

Adaptive multicast applications require that the server solicit information from all
its receivers in order to adjust the sending parameters as to provide the highest possi-
ble level of service to the receivers. When receivers are connected through variable bit
rate connections (over the Internet or a Variable Bit Rate (VBR) ATM feed), receivers
are usually required to periodically send feedback messages to the source in order to
accommodate the changes in the available bandwidth along the path from the source
to the receiver. Most of the works in the literature have focused on sending the data
loss rate at the receiver as an indication of the congestion along the data path.
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Based on the feedback reports, the source might adjust the sending rate [7,10,11] or
keep the same sending rate and send more error-resilient data [1]. As the number of
feedback messages scales with the number of receivers, with large numbers of receiv-
ers, the source might not be able to handle all these feedback reports, especially when
these reports are sent periodically. This problem is known in the literature as implo-
sion. Several approaches have been proposed to solve the implosion problem includ-
ing back-off timers [2, 3], probabilistic polling [4], and network aggregation [5].

In our work, we simplify the problem of implosion by assuming that the receivers
will only send one report before the session starts. Information in the report includes
the preferences of the receiver for the QoS parameters such as frame rate and resolu-
tion and the bandwidth limit of the available local network access link. This informa-
tion is used by the server to compute the QoS parameters for each stream to send. Our
approach differs from other research work in that the selection of the QoS parameters
is based on the user preferences (frame rate and resolution) and the limitation on the
bandwidth of his device rather than the loss rate. Receivers are classified according to
their bandwidth limit. Based on the capability of the source, our approach selects the
number of streams as well as the QoS parameters of each stream. If the source has
enough throughput limit to send a separate stream for each class of users, the source
runs the selection algorithm for each class separately. If not, the source has to decide
then on the number of streams to send as well as the QoS parameters for each stream.
In both cases, the selected QoS parameters ensure the highest level of satisfaction of
the receivers within their preferences, their device capability and the throughput limi-
tation of the source. To avoid the scalability problem with the number of receivers, we
introduced a way to select a virtual representative for each class, representing all re-
ceivers in the class. Receivers that haves the same bandwidth limit are more likely to
have similar QoS preferences and adequately represented by one virtual receiver.

The rest of the paper is organized as follows: Section 2 gives a literature review of
adaptive multicast applications. Section 3 introduces the user profiles and device ca-
pabilities used in the selection algorithm presented in Section 4. Based on the
throughput limit of the source, Section 4 details two algorithms to select to QoS pa-
rameters for each stream to send. The use of group representatives is outlined in Sec-
tion 5, and finally, a conclusion in Section 6.

2   Literature Review

Adaptive multicast applications are classified as either sender-driven or receiver-
driven applications. In the sender-driven approach, the congestion feedback messages
from the receivers and/or network are used to adapt the transmission rate at the source.
In the receiver-driven approach, the source transmits the same data in different vari-
ants, and the receivers select the variant to receive depending on the congestion they
encounter.

In [4], a single video stream is transmitted to all receivers, and congestion feedback
is used to control the rate of the video stream. To prevent feedback implosion, a form
of probabilistic feedback is used. In [6] the authors proposed an approach for the
design of an available bit rate congestion control algorithm that maximizes inter-
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receiver fairness for multicast Available Bit Rate (ABR) sessions. Each receiver is
assigned a weight value, and has an �isolated bandwidth� defined as the rate that
would be achieved by the receiver when it is the only receiver in the multicast group.
Every single receiver defines his maximum acceptable loss tolerance l and selects its
own �receiver fairness function� that maps from the actual operating bandwidth value
to a fairness value. The sender receives a feedback from each receiver including the
isolated bandwidth and the receiver fairness function. The sender will then try to de-
termine the sending rate that maximizes the weighted fairness among receivers. To
achieve scalability, intermediate nodes are used to aggregate feedback messages from
receivers according to their isolated rates. This approach was modified for use in the
Internet [7]. The authors used the loss rate instead of the isolated rate to find the best
sending parameters for the stream. The authors also suggested the use of two streams:
a base stream with a constant data rate that can accommodate the receivers with the
lowest connection rate, and another variable bit rate stream whose data rate can be
modified based on feedback messages from receivers. Receivers with requests to
lower the bit rate of the V-stream can always change to the base stream.

Layered encoding and group multicasting are combined in the receiver-driven ap-
proach. In the receiver-driven layered multicast (LRM) [8] approach, the video stream
is decoded as a �basic� video stream, and a set of enhancement layers. Each layer is
sent to a different multicast address. Receivers should receive the basic video stream
and the enhancement layers that best suit their requirements. A receiver may use join-
experiments to add more layers when there is extra capacity and release layers when
the receiver experiences congestion. Thin Streams [9] reduces the congestion resulting
from the join-experiments by dividing each layer further into �thin� layers.

The Destination Set Grouping (DSG)[10] is a hybrid between sender-driven and re-
ceiver-driven approaches. In this scheme, the source maintains a small number of
video streams, broadcasting different variants of the same information. Receivers can
tune to the stream with the quality they prefer. They can also send feedback messages
to the source to adjust the quality of the stream to which they are tuning. The DSG
protocol is composed of two components: an intra-stream protocol and an inter-
stream protocol. Using the intra-stream protocol, receivers can determine their status
as: LOADED, UNLOADED, and CONGESTED depending on the packet loss rate.
Receivers are polled in a probabilistic manner in order to estimate the number of
CONGESTED and UNLOADED receivers. Depending on the fraction of
CONGESTED receivers, the source adjusts the sending rate in order to keep most of
the receiver in the LOADED state.

The Source Adaptive Multi-Layered Multicast (SAMM)[11] is another hybrid algo-
rithm that uses congestion feedback from the receivers to adjust the number of the
generated layers as well as the encoding parameters of each layer. Two variations of
the algorithm were proposed: a network based SAMM algorithm and an end-to-end
SAMM algorithm. In the network-based algorithm, the source periodically generates a
control packet called �forward feedback packet� and sends it to the multicast group.
Each intermediate node updates the packet with the amount of bandwidth available for
the transmission of the multicast flow. When the packet arrives at the receivers, it
contains the bandwidth available on the path from the source to the receivers. Each
receiver stores this value in a feedback message and sends it back to the source. In-
termediate mergers combine feedback messages from downstream nodes and forward
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only one feedback message toward the source. If the number of requested rate values
is higher than the maximum number of video layers allowed, then one or more rates
must be discarded. The algorithm drops the layer with the smallest number of receiv-
ers and adds the number of receiver of that layer to the number of the preceding lower
layer. The end-to-end algorithm is similar to the network-based algorithm, except that
the receivers cannot determine their available bandwidth, and they only use an esti-
mate based on the received video rate. Because the actual available bandwidth could
be higher than the video arrival rate, the receiver might occasionally report a rate that
is higher than the observed rate.

Active networks can also be used with adaptive multicast application [12]. In this
approach, trans-coders are installed at intermediate nodes in the multicast distribution
tree. The source sends only one high rate variant of the data, and intermediate nodes
do the trans-coding depending on the requirements of down-stream receivers and
network congestion. While this approach distributes the overhead of the source, saves
bandwidth by sending only one variant of the data, and performs trans-coding only
when necessary, the control and management of intermediate trans-coders is a com-
plex problem.

3   User Profiles and Device Limitations

In earlier work [13], we used the DMIF session management protocol to develop a
distributed QoS management framework for multicasting multimedia applications.
The protocol aimed at distributing part of the QoS management process between
source and receivers; each receiver process can make certain QoS decisions based on
its local context. The QoS manager in the source node determines the list of potential
stream variants for each logical multimedia stream, and informs all the receivers about
these variants. Based on the user profile, the QoS agent at the receiver node selects the
stream that gives the highest level of appreciation to the receiver. The QoS agent can
request a certain stream from the QoS manager if the stream is not currently transmit-
ted. We used the control-plane of DMIF for the session management and illustrated its
usage for the management of a tele-teaching application including different QoS alter-
natives for the participating users.

In other work [14], we presented an architecture for personal telecommunication
services, in which each user was required to have a profile that contains all his per-
sonal information. This information covers QoS preferences for multimedia communi-
cation in addition to the user policies for handling incoming and outgoing calls. Based
on this information in the profile of all communicating parties in the session, and
based on the limitations of their candidate devices, we presented a middleware archi-
tecture that can select the devices and QoS parameters for the session that best suit all
the parties.

For the adaptive multicast applications discussed in this paper, we will restrict the
user profile to the user�s QoS preferences. As proposed in [15], we assume that each
user specifies the minimum acceptable and the ideal value for each QoS parameter
(such as frame rate and resolution). A satisfaction function that maps the actual QoS
value of the user satisfaction onto a range between 0 and 1 is shown in figure 1. QoS
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parameters that are higher than the ideal values in the user�s profile generate the same
level of the satisfaction as the ideal values. The total satisfaction of the user is com-
puted as the weighted average of satisfactions of individual QoS parameters (see [15]
for more details).

Another important parameter is the bandwidth limit of the device that is used to re-
ceive the multicast stream. This value determines the class to which the receiver be-
longs (see Section 5 for more details).

Figure 1. User satisfaction for a QoS parameter

The combination of user QoS preferences and the bandwidth limit of his device de-
termine the possible parameters that the receivers can accept. Any accepted combina-
tion of QoS parameters must have each individual parameter higher than the minimum
accepted parameter, and the combination must have bandwidth requirement less than
the bandwidth limit of the device. A combination of QoS that requires a bandwidth
limit higher than the bandwidth limit of the device will cause some packet loss and
hence a zero (0) satisfaction value for the receiver.

4   Selecting QoS Parameters for Large Groups of Users

Traditional QoS parameter selection has been addressed in the context of small
groups, mostly in two-party sessions or in a small group of users collaborating in a
teleconference session. With such small group, it is feasible for group members to
negotiate the QoS parameters that represent best the participants� preferences. How-
ever, the negotiation algorithms for small groups do not easily scale to large groups.
The task of finding a common denominator for all participants in a large group can
pose interesting and challenging technical problems.

An approach to find a common ground for all participants in a session is to send the
preferences of all participants to one node, which tries to find the QoS parameter
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values that generate the maximum satisfaction among all participants. In our approach,
we assume that this node is the multimedia server or any node that controls the send-
ing parameters of the source. All candidate receivers are required to send their profiles
to this node. Intermediate nodes may be used to aggregate the user profiles as ex-
plained in Section 5. As we mentioned earlier, each profile will include, in addition to
the QoS preferences of the user, the available bandwidth to the receiver. We assume
that this available bandwidth is known and remains constant throughout the session.

In our earlier work on QoS management for inter-personal communication [18], we
have adopted the framework presented in [15] for selecting the QoS parameters that
provide the highest satisfaction for the user. The user satisfaction for a single applica-
tion QoS parameter (SXi) is computed based on the minimum accepted (MXi) and ideal
(IXi) values defined by the user profile. The user satisfaction (Suser) for a combination
of different QoS parameters is computed as a function of the satisfaction for the indi-
vidual parameters. We have modified the framework to assign weights to individual
parameters. In addition, we have extended the framework to consider the overall satis-
faction obtained for a collection of several users participating in the application.  The
total satisfaction of all users (Stotal) is also computed as a function of the satisfactions
of all the users, including possibly weight factors.  The functions used to calculate Suser
and Stotal share the property that their value becomes zero when one of the individual
constituent satisfactions becomes zero. This property ensures that all participants in a
session will obtain a quality that is better than the minimum acceptable value. We note
that this property is not ensured in the case that a simple weighted average is used as
the function to combine the individual satisfaction values.  The definition of SXi, Suser
and Stotal is the following:
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In the case of multicasting, we found that this framework for computing the overall
satisfaction is not appropriate, since with a large population of receivers, at least one
of the receivers would have a zero value for his satisfaction for any combination of
QoS parameters, and therefore the overall satisfaction would always be zero. Instead,
we decided to use the simple weighted average to determine the overall satisfaction of
all receivers. Candidate receivers that have a zero satisfaction for the select QoS pa-
rameters simply will not join the session. This function for Stotal can be written as fol-
lows:
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4.1   Selecting QoS Parameters with Unlimited Throughput in the Source

Before the session starts, all receivers are required to send their reports to the source.
The source then classifies the receivers into separate classes according to their band-
width limits. If the source has throughput limit higher than the sum of all bandwidth
limits of the class, it tries to find the QoS parameters for each class separately. The
next section deals with the case when the server has a throughput lower than the
throughput required by all classes.

For each class, the source tries to find the combination of the QoS parameters that
generates the highest average satisfaction of all receivers in the class. This combina-
tion must also require lower bandwidth than the bandwidth limit of the class. The
source selects the QoS parameters for every class of receivers, based on the prefer-
ences of the receivers in the class and their bandwidth limit. The source sends after a
multicast report to all receivers, informing them of the number of streams, the QoS
parameters for each stream, and the multicast address for each stream. Each receiver
determines the stream that best suits his preferences and tunes to the address of that
stream, as described in our earlier work [13].

4.2   Selecting QoS Parameters with Limited Throughput in the Source

It is very possible that the source receives requests to deliver a number of streams that
exceed its bandwidth throughput. In this case, the source has to decide on the number
of streams to send, as well as the combination of the QoS parameters for each stream.

To do the selection, the source does not separate receivers into separate classes as
in the case with unlimited throughput, but it keeps all receivers in one group. When
using class representative as discussed in Section 5, receivers of the same class are
represented as one virtual representative, and all class representatives are treated to-
gether in one group. The source then tries to select the combination of possible num-
ber of streams and the QoS parameters of each stream. The combination that generates
the highest average satisfaction is the one adopted by the source.
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We have done some experiments using the MATLAB Optimization Toolbox 2.1 to
see how the average satisfaction of the receivers and the number of streams change as
a function of the throughput limit of the server. We selected four bandwidth limits
(128Kbps, 256Kbps, 512 Kbps and unlimited) on receivers (four classes), and we run
the experiment with 1000 receivers. The user preferences (i.e. the minimum accepted
(MXi) and ideal (IXi) values) were selected randomly with uniform distributions for MXi
and IXi within certain ranges. These ranges were chosen in such a manner that the ideal
quality for most users would correspond to a bandwidth beyond the bandwidth limit of
that particular user (users are usually optimistic about the quality they might receive).

The results of these simulations are shown in figure 2. The graph shows clearly that
as the bandwidth limit of the source increases, the number of streams and the average
satisfaction increases until it reaches a maximum point. While the average satisfaction
did not get to one (1), all users were receiving up to the maximum bandwidth of their
devices. Figure 3 shows how the number of streams increased from one to four, lead-
ing to higher average satisfaction for all receivers.
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Figure 2. Server bandwidth limit vs. average satisfaction
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5   Optimizing the Algorithm Using Receivers Partitioning

All adaptive multicast applications that require the server to solicit the receivers for
feedback messages face the problem of feedback implosion, because the total number
of feedback messages increases linearly with the number of receivers. Several ap-
proaches have been proposed to solve this problem including back-off timers [2, 3],
probabilistic polling [4], and selecting group representative (or feedback aggregation)
[5,16,17].

In our application, we avoided the implosion problem at two levels: first, we re-
quire that the receivers send their profiles and device limitations to the source only
once, before the session starts, hence avoiding periodic feedbacks implosion. A prob-
lem with this approach is that it does not cover the variation over time of the band-
width limit available for the receiver. To avoid this problem, users can use a conser-
vative value for their bandwidth limit instead of the best all-time value.

To reduce further the implosion problem, we use class representation, where all re-
ceivers that have the same bandwidth limit are grouped together and are represented
as one virtual receiver called the representative. The preferences of the representative
are selected based on the preferences of the class members. The QoS selection algo-
rithm would then select the QoS parameter for the class based on the QoS preferences
of the representative. The decision to partition receivers according to their bandwidth
limit is based on the fact that receivers that have the same bandwidth limit are more
likely to have close preferences, and the values of their preferences is more likely to
represent the preferences of individual receivers.

Even though receivers in the same class are more likely to have close preferences,
there is still a range on the minimum accepted and ideal preference values for the
class, and this gives several possibilities for selecting the preferences of the represen-
tative. Table 1 shows different variants for selecting the minimum accepted and ideal
preference of the representative receiver based respectively on the minimum accepted
and ideal value for all receivers in the class.

minimum accepted value
of the representative

ideal value
of the representative

Variant 1 Average of the minimum accepted
values for all receivers

Average of the ideal
values for all receivers

Variant 2 Minimum of the minimum accepted
values for all receivers

Minimum of the ideal
values for all receivers

Variant 3 Minimum of the minimum accepted
values for all receivers

Maximum of the ideal
values for all receivers

Variant 4 Maximum of the minimum accepted
values for all receivers

Minimum of the ideal
values for all receivers

Variant 5 Maximum of the minimum accepted
values for all receivers

Maximum of the ideal
values for all receivers

Table 1. Variants of the preferences selection for the group representative
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To evaluate the adequacy of the class representation, we selected one class of re-
ceivers, and run the selection algorithm once with all receivers directly considered by
the source for the selection of the QoS parameters of the broadcast stream (no group-
ing) and another time with only the preferences of the class representative considered.
We compared the average satisfaction of all the receivers in these two cases. Simula-
tion results are shown in figure 4.

 The graph in figure 4 shows clearly that variant 2 and 4 resulted in the worse aver-
age satisfaction for the group, even though the satisfaction of the representative with
its selected parameters was one (1). This is basically due to the fact that the ideal
preference for the group representative is the minimum of the ideal preferences of all
receivers, reflecting hence the preferences of the most conservative receiver for the
ideal preferences. The best variant for group representation is variant 5, where the
minimum accepted value for the preferences of the representative is the maximum of
the minimum accepted values for all receivers, and the ideal value for the representa-
tive is the maximum of all ideal values for all receivers. This variant avoids the con-
servative choice of the minimum accepted preference, and explores the optimism on
the ideal preferences of all receivers.
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Figure 4. Average satisfaction with different variants of grouping.

6   Conclusion

In this paper, we have proposed an end-to-end rate-based mechanism for the selection
of the optimum QoS for media broadcast that relies on the knowledge of the user
preferences and bandwidth limitations of all receivers. Based on this information, the
source will select the number of QoS variants for the given media stream and the QoS
parameters for each of these variants.  To limit the problem of feedback implosion
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from the receivers, we use a virtual representative for all receivers within a given
group of receivers. Receivers are grouped according to the bandwidth limit of their
device. We have considered several algorithms to determine the QoS preferences of
the group representatives. Simulation results showed that not all of these algorithm
lead to effective group representation. Simulation results also showed, as expected,
that the average satisfaction of the receivers increases with an increase of the through-
put of the source, which may limit the number and bandwidth of the available stream
variants.
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