The concept of monitors has been proposed as a structuring tool for the design of systems of closely interacting processes [1, 2]. In ref. [2], Hoare gives three different descriptions of the monitor concept: an informal introduction of the concept, an algorithm for interpreting monitors in terms of semaphores [3], and proof rules that can be used for verifying the correctness of a monitor. We point out in this note that the urgent semaphore of Hoare's interpretation algorithm is not needed for obtaining a monitor implementation that satisfies the given proof rules.

We take the view that the rules for scheduling concurrent interacting processes should be divided into two parts: (a) the rules that are sufficient for obtaining a correct operation of the whole system, and (b) the rules that increase the efficiency of the resulting schedule. In the case of monitors, the basic scheduling rules (sufficient for the correct operation of the monitor construct in general) specify in what order the monitor procedure calls of the different processes are executed. These rules are:

(a) mutual exclusion of the different calls on procedures of the same monitor,
(b) immediate resumption of processes waiting on a condition variable, as soon as the condition is signalled,
(c) otherwise fair scheduling of waiting processes.

More explicitly, these rules can be expressed as follows: Mutual exclusion: if a monitor is written such that a certain invariant assertion I about the local variables of the monitor holds (1) after initialization, (2) before returning from each monitor procedure, and (3) before each wait and signal operation within any monitor procedure, then the same assertion can be assumed to hold also (1) at the entry to each monitor procedure, and (2) after each wait and signal operation within any monitor procedure.

Immediate resumption: If a monitor is written such that a certain assertion $B$ holds before each signal operation of a certain condition variable, then the same assertion can be assumed to hold also after each wait operation referring to the same condition variable. (The assertion $B$ describes the condition(s) under which a waiting process wishes to be resumed).

These rules for mutual exclusion and immediate resumption are equivalent to Hoare's proof rules [2].

Fair scheduling, in the sense of Brinch-Hansen [1], means that the priority rule for selecting a delayed process for continuation must be such that no process can be delayed indefinitely in favor of more urgent processes.

Since monitors are normally used for scheduling resources, it is important that the execution of the monitor procedures are much faster than the resource they schedule (to avoid keeping the resource idle). Therefore the fair scheduling of the monitor calls has a strong influence on the system efficiency. In particular, processes that wait for entering the monitor should be given on higher priority than processes that are ready for executing code in some non-critical region.

Hoare [2] gives an interpretation of monitors in
terms of semaphores. He uses a semaphore \textit{mutex} for establishing mutual exclusion, a semaphore \textit{urgent} on which those processes wait that have executed a \textit{signal} operation, and one semaphore for each condition variable on which those processes wait that have executed a \textit{wait} operation for the corresponding condition. Assuming fair scheduling for the processes waiting on a given semaphore, Hoare's interpretation algorithm can be shown to satisfy the above three basic monitor scheduling rules. (We note that specifying the monitor interpretation in terms of semaphores does not necessarily mean that monitors must be implemented that way. It is just a convenient way of describing how monitors function.)

The following interpretation algorithm is similar and also satisfies these rules, but it is simpler since it does not use the semaphore \textit{urgent}. The actions to be executed at the different occasions are the following:

\begin{verbatim}
entry to a monitor procedure:
\texttt{P (mutex)}

exit from a monitor procedure:
\texttt{V (mutex)}

wait on a certain condition:
\texttt{condcount := condcount + I;}
\texttt{V (mutex);}
\texttt{P (consem);}
\texttt{condcount := condcount - 1;}

signal the same condition:
\texttt{if condcount > 0 then \{V (consem); P (mutex)\}}.
\end{verbatim}

If a \textit{signal} operation is the last operation of a procedure body, it can be combined with the monitor exit as follows:

\begin{verbatim}
if condcount > 0 then \texttt{V (consem)}
else \texttt{V (mutex)}
\end{verbatim}

A similar monitor interpretation has already been described by Saxena [4]. The difference, compared to Hoare's interpretation, is that the processes that execute a \textit{signal} operation have no priority for continuing the monitor procedure, over the processes that wait for beginning the execution of a monitor procedure call. Since the basic monitor definition given above only specifies that the scheduling must be fair, we can say that this difference is a question of efficiency only. More detailed discussions of monitor implementations and their efficiency can be found in refs. [4] and [5].

Hoare [2] mentions Dahl's suggestion that \textit{signals} should always be the last operation of a monitor procedure. This restriction is in fact realized in the monitors of Brinch-Hansen's Concurrent Pascal [6]. There seem to be two reasons for imposing this restriction: (1) this restriction is a natural one, i.e. it is satisfied in most examples; (2) if this restriction is imposed then the semaphore \textit{urgent} in Hoare's interpretation algorithm can be omitted, together with all operations upon it [2]. This second reason, one of efficiency, loses much of its justification in the light of the interpretation algorithm given above, which does not use the semaphore \textit{urgent} anyway. We conclude that no obvious advantage in efficiency is obtained by restricting the signal operation in monitors to be the last operation of a procedure. Future experience will show whether occasionally a signal operation in the middle of a monitor procedure can be useful.

We have discussed, in the case of monitors, the distinction between the scheduling rules that are essential for the correct operation of a system, and the rules that only influence the efficiency of the system. We hope that, in other cases as well, this distinction can be useful for clarifying synchronization concepts.
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