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#### Abstract

. Boolean functions that have a multiple disjoint decomposition scheme in the form of a tree are considered. Properties of such functions are given for the case that the functions are increasing, unate, and/or have no vacuous variables. The functions with a binary decomposition scheme are of special interest. The modulus of sensitivity is defined, and evaluated for some classes of functions. The modulus of sensitivity is interesting from the point of view of semantic information processing. It is found that the sensitivity for the class of functions with a given disjoint binary decomposition scheme is much smaller than for the unrestricted class of boolean functions. This indicates that these functions are potentially useful in pattern recognition of discrete data.


## 1. Introduction.

This paper treats boolean functions with a multiple disjoint decomposition in the form of a tree. Properties of simple disjoint decompositions have been given by Ashenhurst [1] who points out the existence of a most decomposed form for any given boolean function. Some extensions to functions with non-disjoint decompositions are given by Curtis [2]. In this paper, we present a description of disjoint tree decompositions of boolean functions, and study properties of such tree functions which are significant from the point of view of semantic information processing.

Our principal interest is in functions associated with a binary tree. The value of such a function has a strong tendency to remain unchanged when a few of the inputs are inverted, as is shown in section 5 . This represents a kind of "continuity" which makes the functions potentially useful for applications in pattern recognition. In fact, the discriminant functions used in pattern classification [3, 4] are almost always smoothly varying functions, such as linear or polynomial functions, and similarly, the distribution functions used in stochastic approximation methods are

[^0]simple polynomials. This is important when a system trained on one set of data is to generalize its performance to a test set. Boolean tree functions exhibit an analogous insensitivity for discrete arguments. The authors have developed an adaptation algorithm for increasing tree functions [5], which satisfies a theorem analogous to the perceptron convergence theorem [4] for linearly separable functions. Generalization from a training set to a test set has been very satisfactory when this method was applied to handwritten numerals and measurements on iris plants, as will be described in a later paper.

The problem of finding an optimal realization of minimal cost for a given function is greatly simplified if the function has a decomposition. A family of tree functions, as defined in this paper, has been used to find an optimal realization of some given function by Roth and Wagner [6].

In this paper we consider only disjoint decompositions of functions, that is, within the decomposed form each variable appears only once. We note that every boolean function can be realized by a (large enough) non-disjoint decomposition, and that properties of the sensitivity similar to those described for disjoint tree functions in section 5, would also hold for a limited amount of non-disjointness (see [5], introduction).

In section 2, we give the basic definitions and show in theorem 2.3 some algebraic properties of multiple disjoint decompositions. In section 3, we define the concept of a tree function for a given decomposition scheme, and study its realizations. We then restrict ourselves to tree functions for binary trees, in section 4, and describe several classes of such functions.

The number of tree functions on a fixed tree is determined. Finally, in section 5, we introduce the modulus of sensitivity as a measure for the relative frequency of change of the function value when some arguments are perturbed. We determine its value for some classes of binary tree functions, and find it to be much smaller than for tree functions of higher order or for the unrestricted class of boolean functions of the given number of inputs.

## 2. Tree decomposition of Boolean functions.

In the following, we generally consider a tree, defined as usual by a set of nodes $K$, each node $k \in K$ having a certain number $n_{k}$ of successors denoted by $s_{k 1}, s_{k 2}, \ldots, s_{k n_{k}}$. The terminal nodes with no successor form the set $K_{T}$, the nonterminal nodes form the set $K_{N}$. The root node of the tree is denoted by $r$.

We associate a set of distinct variables $X$ with the terminal nodes $K_{\boldsymbol{T}}$ of the tree by a one-to-one correspondence between the variables $x_{k} \in X$ and the nodes $k \in K_{r}$. Together, tree and variables are characterized by the triple ( $K, s, X$ ), where $s$ is the successor function.

### 2.1. Definition of a tree composition of boolean functions.

Given a tree with variables ( $K, s, X$ ) and boolean functions

$$
g_{k}:\{0,1\}^{n_{k}} \rightarrow\{0,1\}
$$

for each nonterminal node $k \in K_{N}$, we define recursively, on the tree and on its subtrees, the composite functions

$$
f_{k}:\{0,1\}^{X_{k}} \rightarrow\{0,1\} .
$$

$X_{k}$ is the set of variables of the terminal nodes of the subtree of the node $k$. More precisely

$$
\begin{array}{ll}
X_{k}=\left\{x_{k}\right\} & \text { for } k \in K_{T} \\
X_{k}=\bigcup_{i=1, \ldots, n_{k}} X_{s_{k i}} & \text { for } \quad k \in K_{N}
\end{array}
$$

and

$$
\begin{array}{ll}
f_{k}=x_{k} & \text { for } k \in K_{\boldsymbol{T}}, \\
f_{k}=g_{k}\left(f_{s_{k 1}}, f_{s_{k 2}}, \ldots, f_{s_{k n_{k}}}\right) & \text { for } k \in K_{N} .
\end{array}
$$

The function $f_{r}$ is the composite function on the entire tree, and the functions $g_{k}$ are called the node functions of $f_{r}$.


Fig. 1. A tree with terminal nodes $1,2, \ldots 7$, nonterminal nodes $8,9,10,11,12$, and root node 12 .
2.2. As an example we take the tree of fig. 1. With node functions $g_{k}$ ( $k=8,9, \ldots 12$ ), the composite function $f_{12}$ is given by

$$
f_{12}\left(x_{1}, \ldots, x_{7}\right)=g_{12}\left(g_{11}\left(g_{8}\left(x_{1}, x_{2}\right), g_{9}\left(x_{3}, x_{4}\right)\right), g_{10}\left(x_{5}, x_{6}, x_{7}\right)\right)
$$

We now consider the following properties for a boolean function $f$ (see for example [7]):
(a) $f$ has no vacuous variables, i.e. $f$ depends on all its variables $X$.
(b) $f$ is a unate function, i,e. for each variable $x_{i} \in X, f$ is either positive or negative.
(c) $f$ is an increasing function (logically passive, positive unate function), i.e. $f$ is positive in all variables.
2.3 Theorem. Given a tree with variables $(K, s, X)$, and a composite function $f_{r}$ defined by the node functions $g_{k}\left(k \in K_{N}\right)$, we have:
(a) $f_{r}$ has no vacuous variables iff all node functions $g_{k}$ have none.
(b) If all $g_{k}$ are unate then $f_{r}$ is unate, and if $f_{r}$ is unate with no vacuous variables then all $g_{k}$ are unate.
(c) If all $g_{k}$ are increasing then $f_{r}$ is increasing, and if $f_{r}$ is increasing with no vacuous variables and $g_{k}(0)=0$ for all $g_{k}$ then all $g_{k}$ are increasing.

In order to keep this article short we refer to [8] for the proof.

## 3. Boolean tree functions.

### 3.1. Definition of tree functions (TF).

Given a tree with variables $t=(K, s, X)$ and a boolean function $f:\{0,1\}^{X} \rightarrow\{0,1\}$, we say that $f$ is realizable by $t$ or that $f$ is a tree function on $t$ iff there exists an assignment of boolean functions $g_{k}\left(k \in K_{N}\right)$ such that the composite function $f_{r}$ is equal to $f$. We say that the function assignment is a realization of $f$. We write $F_{i}$ for the set of all TF realizable on $t$.

We mention that a given TF may have several distinct realizations on a given tree, as in the following examples:
(a) $g\left(x_{1}, O R\left(x_{2}, x_{3}\right)\right)=g\left(x_{1}, A N D\left(x_{2}, x_{3}\right)\right)=g\left(x_{1}, 0\right)$ if the second argument of $g$ is vacuous.
(b) $b_{3}\left(x_{1}, b_{1}\left(x_{2}, x_{3}\right)\right)=b_{2}\left(x_{1}, \bar{b}_{1}\left(x_{2}, x_{3}\right)\right)$ where the functions $b_{i}(i=1, \ldots, 3)$ are defined in Table 1 and the bar stands for complementation.

Table I. The zero preserving (ZP) boolean functions of two variables.

| Symbol | Expression | Comment |
| :---: | :---: | :---: |
| $b_{1}(x, y)$ | $x+y$ | OR |
| $b_{2}(x, y)$ | $x y$ | AND |
| $b_{3}(x, y)$ | $x \bar{y}$ |  |
| $b_{4}(x, y)$ | $\bar{x} y$ |  |
| $b_{5}(x, y)$ | $x \oplus y$ | exclusive OR |
| $b_{6}(x, y)$ | $x$ | left connection |
| $b_{7}(x, y)$ | $y$ | right connection |
| $b_{8}(x, y)$ | 0 | constant zero |

A given boolean function $f$ may be realizable on different trees. For example, the overall $A N D$ function is realized whenever all node functions are $A N D$ functions.

### 3.2. The ZP realization.

A realization of a TF is called a $Z P$ (zero-preserving) realization iff $g_{k}(0)=0$ for all $k \in K_{N}$. (We note that for a ZP realization the values of all subtree functions $f_{k}\left(k \in K_{N}\right)$ are zero if all their arguments are zero.)

We have the following lemmas, the proof of which again can be found in [8]:
(a) Given a tree with variables $t=(K, s, X)$ and a tree function $f \in F_{t}$, there exists a ZP realization of $f$ iff $f(0)=0$.
(b) If $f$ has no vacuous variables then this $Z P$ realization is unique.

## 4. Tree functions for binary trees.

In the following we consider only binary trees, i.e. trees in which each nonterminal node has exactly two successors. However, many of the statements that follow can be generalized to arbitrary trees. We consider only boolean functions $f$ with $f(0)=0$. This does not significantly restrict the generality, since we would otherwise consider $\bar{f}$.

### 4.1 The boolean functions of two variables.

A realization of a TF on a binary tree consists of boolean functions of two variables. A short summary of these functions is given in table $I$. Besides the eight functions in the table, there are eight other functions of two variables which are obtained from $b_{1}, \ldots, b_{8}$ by complementation. We ignore them here because they do not appear in ZP realizations.

We note that of these eight
(a) only $b_{1}, b_{2}, \ldots, b_{5}$ have no vacuous variables,
(b) only $b_{5}$ is not unate,
(c) only $b_{3}, b_{4}, b_{5}$ are not increasing.

### 4.2. Some classes of tree functions.

We now define classes of TF which satisfy certain conditions. Later we give some properties of these classes, such as their interrelations, number of elements, and moduli of sensitivity.

Given a binary tree with variables $t=(K, s, X)$, we denote by $F_{t}^{(i)}$ the class of all TF that have a ZP realization using as node functions only $b_{1}, b_{2}, \ldots, b_{i}$. We note that
(i) $F_{i}^{(8)}$ consists of all functions $f \in F_{t}$ with $f(0)=0$. From 3.2 we have

$$
F_{t}=F_{i}^{(8)} \cup \overline{F_{t}^{(8)}} \text { (disjoint). }
$$

Furthermore, from theorem 2.3, we have the following:
(ii) $\boldsymbol{F}_{t}^{(5)}$ consists of all functions $f \in F_{t}$ with $f(0)=0$ and no vacuous variables.
(iii) $F_{t}^{(4)}$ is the set of all unate functions in $F_{t}^{(5)}$.
(iv) $F_{t}^{(2)}$ is the set of all increasing functions in $F_{t}^{(5)}$.

### 4.3 Some examples.

(a) We consider the class of boolean functions of three variables which are increasing and without vacuous variables. This class consists of the following functions:

$$
\begin{array}{ll}
f_{1}=A N D\left(x_{1}, A N D\left(x_{2}, x_{3}\right)\right) & =x_{1} x_{2} x_{3} \\
f_{2}=A N D\left(x_{1}, O R\left(x_{2}, x_{3}\right)\right) & =x_{1} x_{2}+x_{1} x_{3} \\
f_{3}=A N D\left(x_{2}, O R\left(x_{3}, x_{1}\right)\right) & =x_{2} x_{3}+x_{2} x_{1} \\
f_{4}=A N D\left(x_{3}, O R\left(x_{1}, x_{2}\right)\right) & =x_{3} x_{1}+x_{3} x_{2} \\
f_{5}=O R\left(x_{1}, A N D\left(x_{2}, x_{3}\right)\right) & =x_{1}+x_{2} x_{3} \\
f_{6}=O R\left(x_{2}, A N D\left(x_{3}, x_{1}\right)\right) & =x_{2}+x_{3} x_{1} \\
f_{7}=O R\left(x_{3}, A N D\left(x_{1}, x_{2}\right)\right) & =x_{3}+x_{1} x_{2} \\
f_{8}=O R\left(x_{1}, O R\left(x_{2}, x_{3}\right)\right) & =x_{1}+x_{2}+x_{3} \\
f_{9}=(\text { nondisjoint tree }) & =x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}
\end{array}
$$


(a)

(b)

(c)

Fig. 2. The binary trees with three terminal nodes.
The possible binary trees with three terminal nodes are shown in fig. 2. One finds that for the tree

$$
\begin{array}{r}
\text { of fig. 2(a): } F_{t}^{(2)}=\left\{f_{1}, f_{2}, f_{5}, f_{8}\right\} \\
\text { for fig. 2(b): } F_{t}^{(2)}=\left\{f_{1}, f_{3}, f_{6}, f_{8}\right\} \\
\text { for fig. 2(c): } F_{t}^{(2)}=\left\{f_{1}, f_{4}, f_{7}, f_{8}\right\} .
\end{array}
$$

We see that all functions of the class except $f_{9}$ are realizable by some tree.
(b) The function $f_{9}$ above and

$$
f=x_{1} x_{2}+x_{1} x_{3}+x_{1} x_{4}+x_{2} x_{3}+x_{2} x_{4}+x_{3} x_{4}
$$

which are increasing, without vacuous variables, symmetric, and linearly separable (i.e. threshold functions [7]) have no (disjoint) tree realizations. On the other hand, the function

$$
f=\left(x_{1}+x_{2}\right)\left(x_{3}+x_{4}\right)
$$

has a tree realization but is not linearly separable, i.e. there exist no real numbers $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \theta$ such that $f(\xi)=1$ iff $\Sigma_{i} \alpha_{i} \xi_{i} \geqq 0$. (For, if so, $\alpha_{1}+$ $\alpha_{3} \geqq \theta$ and $\alpha_{2}+\alpha_{4} \geqq \theta$, which would imply either $\alpha_{1}+\alpha_{2} \geqq \theta$ or $\alpha_{3}+\alpha_{4} \geqq \theta$ which would give a wrong value for $f$ ).

We note that any boolean function can be realized by a non-disjoint decomposition if a sufficiently large decomposition tree is chosen and variables at different terminal nodes are identified.
4.4 Lemma. The set of all unate TF s is identical to the set of all functions obtained from increasing TFs by complementing some non-vacuous variables.

The proof can be found in [8]. We note that a similar statement holds without the restriction to tree-realizable functions, since increasing functions are unate functions which are positive in each non-vacuous variable [7].
4.5 Lemma. Reduction of a TF with vacuous variables.

Let $t=(K, s, X)$ be a binary tree with $n$ terminal nodes, and $f \in F_{t}$. If $f$ has $j \geqq 1$ vacuous variables, then $f$ is equal (up to the obvious projection $\left.\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right)$ to a TF on a reduced tree with $m=n-j$ terminal nodes which depends on all $m$ variables. (An example is shown in fig. 3). For the proof see [8].

(a)

(b)

Fig. 3. (a) A realization of the tree function

$$
f\left(x_{1}, \ldots x_{6}\right)=b_{5}\left(b_{4}\left(b_{8}\left(x_{1}, x_{2}\right), b_{4}\left(x_{3}, x_{4}\right)\right), b_{7}\left(x_{5}, x_{6}\right)\right)
$$

which has three vacuous variables $x_{1}, x_{2}$, and $x_{5}$. The replacements for a tree reduction (section 4.6) are shown (dotted arrows). The functions $b_{i}$ are defined in Table I.
(b) The tree function

$$
f_{r}\left(x_{3}, x_{4}, x_{6}\right)=b_{5}\left(b_{4}\left(x_{3}, x_{4}\right), x_{6}\right)
$$

is obtained from (a) after reduction.

### 4.6 Theorem on the number of tree functions.

Given a fixed binary tree with $n$ terminal nodes, the number
(i) of functions $(j=5)$
(ii) of unate functions $(j=4)$
(iii) of increasing and decreasing functions $(j=2)$ which have a realization on $t$, is given by

$$
N_{j}=2\left\{1+\frac{1}{j}\left[(j+1)^{n}-1\right]\right\}
$$

with the value of $j$ as indicated above.

Proof.
(a) The factor 2 is due to the two cases $f(0)=0$ and $f(0)=1$.
(b) The leftmost 1 accounts for the constant functions $f \equiv 0$ and $f \equiv 1$.
(c) $(1 / j)\left[(j+1)^{n}-1\right]=\sum_{m=1}^{n}\binom{n}{m} j^{m-1}$ is the number of non-constant functions. To see this we note that there are $\binom{n}{m}$ different sets of $m$ variables (out of $n$ ) on which a function can depend. Each set corresponds to a reduced tree of $m$ terminal nodes (see Lemma 4.5). The number of functions in $F^{(j)}$ on a reduced tree is equal to $j^{m-1}$ for $j \leqq 5$ by $3.2(\mathrm{~b})$, since these functions depend on all $m$ variables. Section 4.2 justifies the choice of values for $j$.

We note that the above number of TFs are calculated for a given binary tree. For a given set of terminal nodes, these numbers do not depend on the form of the tree, however, the classes of functions do. (See example 4.3(a)).

A comparison with the number $2^{2^{n}}$ of boolean functions of $n$ variables shows that for large $n$ only a small fraction of the boolean functions are TF on a given tree.

## 5. The modulus of sensitivity for tree functions.

In this section we introduce the concept of modulus of sensitivity of a boolean function. We shall show that the probability of a change in the value of an average tree function is rather small when some argument values are complemented, compared to the probability of change for an arbitrary boolean function. This property is inherent in the structure of tree functions, and indicates that tree functions may be appropriate for certain applications where "well-behaved" functions are required as approximants, such as for decision functions in pattern recognition. Tree functions have the potential to provide a certain kind of generalization from a training set to a test set of patterns.
5.1 Definition. We define the modulus of sensitivity $\mu$ for a class $C$ of boolean functions of $n$ variables as the function $\mu:\{0,1, \ldots, n\} \rightarrow[0,1]$ given by

$$
\mu(m)=\left\{\operatorname{card}(C) 2^{n}\binom{n}{m}\right\}^{-1} \sum_{f \in C} \sum_{\xi \in\{0,1\}^{n}} \operatorname{card}\left\{\xi^{\prime} \mid d\left(\xi, \xi^{\prime}\right)=m ; f(\xi) \neq f\left(\xi^{\prime}\right)\right\}
$$

which represents the average probability over all functions of $C$ and over all argument vectors that a change of $m$ argument values gives rise to a change of the function value ( $d=$ Hamming distance).

For the set of all boolean functions of $n$ variables we find $\mu(m)=0.5$ for $m=1,2, \ldots, n$.

For $C=\left\{b_{k} \mid k=1, \ldots, i\right\}$ where the functions $b_{k}$ are listed in the table I, we find by direct calculation

$$
\begin{array}{lll}
\mu(1)=0.5, & \mu(2)=0.5 & \text { for } i=2,4 \\
\mu(1)=0.6, & \mu(2)=0.4 & \text { for } i=5
\end{array}
$$

We denote these numbers by $\mu_{1}{ }^{(i)}$ and $\mu_{2}{ }^{(i)}$.
5.2 The modulus of sensitivity of the tree functions for a balanced binary tree.

In general it may be quite complicated to calculate $\mu(m)$ for a class $C$ of functions and values $m=1,2, \ldots, n$. In [8] we give a lemma which allows recursive calculation of $\mu(m)$ for the classes $F_{t}^{(i)}(i=2,4,5)$. In


Fig. 4. A balanced binary tree with $l=3$ levels.
the case of a balanced binary tree $t$ (see fig. 4), the left and right subtrees for any given node are isomorphic, so we can characterize a subtree by its level $l$. We then have for the class $F_{t}^{\prime(i)}(i=2,4,5)$ and $m=0,1, \ldots, 2^{l}$ the recursion formula:

$$
\begin{gathered}
\mu_{(l)}(m)=\binom{2^{l}}{m}^{-1} \sum_{m_{s}=0}^{m}\binom{2^{l-1}}{m_{s}}\binom{2^{l-1}}{m-m_{s}} \\
\left\{\mu_{1}^{(i)}\left[\mu_{(l-1)}\left(m_{s}\right)+\mu_{(l-1)}\left(m-m_{s}\right)\right]+\left[\mu_{2}^{(i)}-2 \mu_{1}^{(i)}\right] \mu_{(l-1)}\left(m_{s}\right) \mu_{(l-1)}\left(m-m_{s}\right)\right\}
\end{gathered}
$$

One finds, for example, $\mu_{(0)}(1)=\left(\mu_{1}^{(i)}\right)^{l}$ which is the sensitivity with respect to the complementation of one variable.

### 5.3 Limiting values for large trees.

For balanced trees, $\mu_{(0)}(m)$ approaches a limit as the level $l$ of the tree goes to infinity and the proportion of complementations $m / n$, where $n=2^{l}$, remains constant. The value of this limit is independent of $m / n$. We have a limit $\mu_{\mathrm{Hm}}(m / n)$ of $\mu_{(l)}(m)$ if from one level $(l-1)$ to the next level $l$, the equilibrium condition

$$
\mu_{(0)}(m)=\mu_{(l-1)}(m / 2) \equiv \mu_{\mathrm{Hm}}(m / n)
$$

is satisfied. In [8] it is shown that

$$
\left(2 \mu_{1}^{(i)}-1\right) \mu_{\lim }(m / n)+\left(\mu_{2}^{(i)}-2 \mu_{1}^{(i)}\right)\left[\mu_{\lim }(m / n)\right]^{2}=0
$$

with the stable solution

$$
\mu_{\mathrm{llm}}=\frac{2 \mu_{1}^{(i)}-1}{2 \mu_{1}^{(i)}-\mu_{2}^{(i)}} .
$$

Inserting values for $\mu_{j}^{(i)}$, we find the limit of the modulus of sensitivity for $l \rightarrow \infty$ to be

$$
\mu_{1 \mathrm{im}}(m / n)=0.25 \text { for the class } F_{t}^{(5)}
$$

and

$$
\mu_{\mathrm{Lim}}(m / n)=0.0 \text { for the classes } F_{t}^{(4)} \text { and } F_{t}^{(2)}
$$

We note that this limit is independent of the relative number $m / n$ of complementations of variable values.

We have also evaluated the modulus of sensitivity $\mu$ for the classes $F_{t}^{(i)}(i=2,4,5)$ on balanced trees of levels up to $l=9$, using the formula of section 5.2. The results are shown in fig. $5 \mathrm{a}, \mathrm{b}$.

## 6. Conclusions.

We have described properties of boolean functions that have a multiple disjoint decomposition scheme in the form of a tree. We have specially mentioned the classes of tree functions that are increasing, or unate, and/or which have no vacuous variables. For the class of all binary TF on a large, balanced tree, the probability that the complementation of a number of variables induces a changed function value, is very small. For very large trees, the modulus of sensitivity is almost 0.25 for the class of functions with no vacuous variables, and 0.00 for the classes of unate and of increasing functions with no vacuous variables. Surprisingly enough, this is the case even when almost all of the variables are complemented. The difference in the values arises since the exclusive OR function $b_{5}$ is not allowed as node function in a unate tree function. In contrast to this, the average of the modulus of sensitivity over all boolean functions of $n$ variables is $\mu(d)=0.5$ for $1 \leqq d \leqq n$. The relatively small sensitivity of tree functions is inherent in the decomposition property, and is particularly remarkable for binary trees. For example, in the case of tree functions with decomposition into node functions of three variables (in contrast to two variables in binary trees), the limiting value of $\mu$ for large balanced trees is $\mu_{\mathrm{Itm}}=0.18$ [8] for the class of unate functions with no vacuous variables as compared to 0.0 for binary trees.


Fig. 5. The modulus of sensitivity $\mu_{(l)}(m)$ for the class $F_{t}{ }^{(i)}$ of tree functions on balanced trees with $l$ levels and $n=2^{l}$ variables. The abscissa $m / n$ represents the relative number of complementations of variables, i.e. the proportion of perturbed input signals, and the ordinate represents the probability of the output changing due to this perturbation.
(a) $i=5$ : the class of tree functions with no vacuous variables.
(b) $i=2$ and 4: the classes of increasing and unate tree functions with no vacuous variables. The limit is constant 0 .

It is clear that some insensitivity is also present if we allow some non-disjointness in the decomposition schemes. This kind of insensitivity of binary tree functions has been found useful in the construction of discriminant functions where generalisation (i.e. insensitive extrapolation) from a training set to a test set is required.
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