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A Word from the Organizers

Automatic Text Summarization (TS) has been a topic of interest in Natural
Language Processing for a long time. Many research groups and companies in
Canada actively pursue this topic, yet there has never been in Canada a meeting
devoted to TS. This workshop, for the first time, brings together Canadian re-
searchers working on TS; we also warmly welcome contributions and guests from
abroad. We hope to make small-scale high-quality meetings of the Canadian TS
community a tradition.

TS is sometimes considered an NLP-complete problem, in that it touches upon
all important NLP techniques, and some others as well. Recent advances in TS
have been impressive, but automatic summaries can still be unfailingly distin-
guished from man-made ones because of their lower quality. Much remains to be
done, both in terms of semantic analysis and capturing the main ideas, and in
terms of improving linguistic quality of the summaries.

Summarization is the theme of a very influential annual shared evaluation exer-
cise, the Summarization Track at the Text Analysis Conference (TAC). It is not
uncommon to plan TS work around this annual event, regardless of its somewhat
limited range – it focuses on summarizing news. Our workshop is a venue for
work on TS that does not necessarily fit the TAC format. There are papers on
using topic modelling for TS (Darling & Song), automatic evaluation of sum-
maries (Genest et al.), summarization of multimodal documents (Greenbacker
et al. and Wu & Carberry) and using semantics for TS (Kipp).

We are excited to have Atefeh Farzindar and René Witté as invited speakers.
Atefeh will discuss TS in the Canadian language industry, while René will talk
about bringing TS to end users.

With a round-table discussion on text summarization at the end of the day,
we expect an interesting and productive workshop.

This workshop would not be possible without the hard work of the program
committee members. We thank them all for contributing their time and energy
to provide high-quality reviews.

Anna Kazantseva, Alistair Kennedy, Guy Lapalme and Stan Szpakowicz

May 2011
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Bringing Summarization to End Users:
Semantic Assistants for Integrating

NLP Web Services and Desktop Clients
(invited talk)

René Witte

Concordia University, Computer Science & Software Engineering
rwitte@cse.concordia.ca

E-mails, memos, web sites, news, research papers, reports, and so on: everybody
has too much too read and too little time. For more than a decade now, summa-
rization has been promising to support users in dealing with large amounts of
textual content – helping to reduce information overload and thereby reducing
its negative impacts on productivity.

While summarization techniques have become more sophisticated in recent
years, with multi-document summarization, update summaries, focused and con-
trastive summaries, none of this progress has materialized so far in the desktop
tools and applications deployed by everyday users: tools such as email clients,
Web browsers, word processors – the primary interfaces where users need sum-
marization – still do not feature any (or only very limited) NLP support.

This talk investigates the reasons behind this lack of summarization adoption
and presents a novel way of bringing NLP to end users via ”Semantic Assistants”;
a project that aims to provide effective means for the integration of natural
language processing services into existing applications, using an open service-
oriented architecture for NLP Web services. Integrated into desktop applica-
tions, such as word processors, email clients, and software development environ-
ments, end users can now receive context-specific support for any task involving
human language, including different kinds of automatic summarization. Fully
open-source, the Semantic Assistants architecture integrates with the GATE
framework for NLP and relies on established standards for service description,
composition, and execution, in particular ontology (OWL) service models and
standard W3C Web services.

About the Speaker

Dr. René Witte is Assistant Professor at Concordia University in Montréal,
Canada, where he established the Semantic Software Lab in 2008. He has been
working on semantic technologies and knowledge engineering for more than 10
years. His current research focus is the development of foundations for semantic

2



software engineering and deployment of productive semantic systems for concrete
application scenarios. In particular, he works on topics intersecting the areas of
software engineering, natural language processing (NLP) and text mining, as
well as semantic desktops, knowledge management, database and information
systems, and fuzzy theory. Application areas include building engineering, lan-
guage engineering, biomedical research, information system engineering, and so-
cial science. Dr. Witte holds a Doctorate of Engineering (Dr.-Ing.) and a Diploma
in Informatics (Dipl.-Inform. (TH)) from the Faculty of Informatics, Karlsruhe
Institute of Technology (KIT), Germany.
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The Role of Automatic Summarization
in the Canadian Language Industry

(invited talk)

Atefeh Farzindar

NLP Technologies Inc.
farzindar@nlptechnologies.ca

Summarization technology has been a popular research domain over the past 25
years. Nearly 1.7 billion people go online and many contribute to the content
available on the Internet. As a result, the exponential growth of content creation
and distribution around the world is creating new opportunities for the language
industry. I will discuss how summarization can play a key role as an innovative
core technology in a business model, and how to benefit from this radical innova-
tion (as opposed to incremental innovation) in the Canadian language industry.
However, summarization is not a business case by itself but part of an infor-
mation processing or publishing platform. I will talk about some examples of
successful automatic summarization in the Canadian Language Industry such as
the legal field and e-publishing.

About the Speaker

Dr. Atefeh Farzindar is the founder of NLP Technologies Inc., a company special-
izing in Natural Language Processing, automatic summarization and statistical
machine translation. Dr. Farzindar received her Ph.D. in Computer Science from
the Université de Montréal and Paris-Sorbonne University. She is an adjunct pro-
fessor at the Department of Computer Science at the Université de Montréal.
Mrs. Farzindar has made many contributions to research on the automatic sum-
marization and content management system. As president of NLP Technologies,
she has managed multiple collaborative R&D projects with various industry and
university partners. She is the chair of the language technologies sector of the
Language Industry Association (AILIA). Dr. Farzindar is a board member of
the Language Technologies Research Centre (LTRC) and co-chair of the Cana-
dian Conference on Artificial Intelligence 2010 and industry chair for Canadian
AI’2011.
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PathSum : A Summarization Framework Based
on Hierarchical Topics

William M. Darling and Fei Song

School of Computer Science, University of Guelph, 50 Stone Road East,
Guelph, Ontario, N1G 2W1, Canada
{wdarling,fsong}@uoguelph.ca

Abstract. We present PathSum, a high-performing hierarchical-topic
based single- and multi-document automatic text summarization frame-
work. This approach leverages Bayesian nonparametric methods to model
sentences as paths through a tree and create a hierarchy of topics from
the input in an unsupervised setting. We describe the generative model
used to learn a topic tree based on hierarchical latent Dirichlet allocation,
and an efficient converging algorithm that matches a built-up summary
to the theme reflected in the input. We then illustrate how this method
encompasses a framework that is amenable to generic and query-focused
summarization, and even document creation. We evaluate our method
on DUC and TAC data to compare it to standard multi-document news
summarization with encouraging results, and in addition we conduct
experiments on legal decision summarization to exemplify the generic
ability of our method across different domains.

Keywords: text summarization, topic models, bayesian statistics

1 Introduction

Automatic text summarization (ATS) is in many ways an encompassing sub-field
of NLP. Researchers in the area often make use of part-of-speech (POS) tagging,
named entity recognition (NER), language modeling, and many other techniques
in NLP and machine learning. Despite our plentiful access to these state-of-the-
art tools and research, however, most complex ATS approaches rarely surpass
the results achieved with simple statistics-based methods grown principally out
of 60-year-old ideas of term frequency analysis [13, 7]. Nevertheless, more struc-
tured statistical approaches, based on Blei, et al.’s latent Dirichlet allocation
(LDA) [3], have recently been showing promising results through the use of
topic- or content-modeling [9, 8]. These approaches perform ATS by modeling
input words as being generated from distinct hidden distributions of words. In
[9] and [8], salient words are seen as emanating from a different source than
either background or document-specific words.

In this work, we present an even more highly structured statistical model
where content words are modeled as being generated from a hierarchical topic
structure where the most specific topics are at the bottom level and the most
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general topic forms the root. Sentences are modeled as being made up of broad
words that describe the input at a very general level, but also from more spe-
cific sub-topics that are arranged in a tree. To build the tree, we make use of
Bayesian nonparametric methods that allow the tree’s structure to be organically
generated directly from the input data. Following posterior inference, we use the
most traveled paths through the topical tree structure to select salient sentences
that both represent the document set and at the same time avoid redundancy.
In the following sections, we first discuss the related work, and then describe
our summarization framework, PathSum. This is followed by a discussion of our
experiments and results, and a summary of our conclusions and future work.

2 Related Work

2.1 Term Frequency Based Summarization

Term frequency-based summarization has been studied since the 1950’s at IBM
[11]. In [13], Nenkova, et al. empirically studied a number of human generated
summaries and statistically determined that words that appear with high fre-
quency in an input document also appear with high probability in the related
human-generated summary. As a result of their study, Nenkova, et al. developed
SumBasic which assigns a score to an input sentence based on the unigram prob-
ability distribution of the words contained within that sentence. This method, as
simple as it is, continues to form the basis for many advanced text summarization
systems [7].

2.2 Hierarchical LDA

In [2], Blei, et al. describe hierarchical latent Dirichlet allocation (hLDA). Unlike
the basic LDA model [3], where the learned topics are flat and have no stated
relation to each other, hLDA allows one to determine the topics that a corpus
is made up of, and how those topics relate to each other hierarchically in a tree.
The hLDA tree is learned through a nonparametric Bayesian approach where
both the number of topics and the structure of the tree are not set a priori, but
are determined directly from the data through posterior inference [2].

To build the hLDA topic model, Blei, et al. describe the nested Chinese
Restaurant Process (nCRP), an extension of the CRP. The CRP is a stochas-
tic process that results in a partition of discrete data. When sampling from the
CRP, a customer (datapoint) has a finite probability of either joining an existing
table (group), or sitting at (creating) a new one, with a probability proportional
to a parameter, γ. The nCRP describes an infinite number of infinite-table Chi-
nese restaurants. All customers begin at the “root” restaurant and are seated
according to the CRP. Then, each table contains a card that instructs the cus-
tomer on which restaurant to visit next. At that restaurant, each visitor is again
seated according to the CRP, and this process repeats itself infinitely, describing
an infinite tree. This nested structure can be used to describe the hierarchical
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organization of topics with the more general topics near the root, and the more
specific near the bottom. In PathSum, a finite version of the hLDA model will
be used to create a hierarchical topic model based on sentences.

2.3 Topic-Based Summarization

In [9], Haghighi and Vanderwende describe several probabilistic generative mod-
els that are used to learn the words that describe the content in a set of related
documents. In such models, a word can be generated from one of three separate
latent distributions over words. These include a background distribution for the
purpose of modeling stop-words; document specific distributions for words that
are less likely to form part of the entire document set’s content; and a seman-
tic distribution that models the “content” words shared across a document set.
For summarization, the learned semantic distribution is seen as a modeled dis-
tribution of the “important” content in the document set. A summary is then
built by extracting sentences such that the summary’s flat unigram probability
distribution is as close as possible to the content distribution.

While a number of other approaches have also applied topic modeling ideas
to text summarization (i.e. [8] and [1]), recent work by Celikyilmaz and Hakkani-
Tur makes direct use of the hLDA model to perform supervised summarization
[5]. All sentences in the input set, along with sentences in the related model sum-
maries, are modeled as paths through an hLDA-like tree. When input sentences
share a path with summary sentences, this indicates sentence strength and that
sentences along this path are likely to appear in a summary. Each input sentence
that shares a path with a summary sentence then receives a score based on its
similarity to the summary sentence. A regression model is built using the cal-
culated scores and a number of features including n-grams and word-frequency
statistics. Support vector regression is employed to train the model and the
test-set sentences are scored according to this function. It is important to note
that after the initial training, no additional topic modeling is performed and no
learned distributions are made use of.

3 PathSum Framework

In this section we describe our PathSum summarization framework. It is pre-
sented as a framework rather than a singular approach because a number of
the associated methods and implementation details can vary depending on the
purpose of the task (summarization or document generation, for instance) and it
provides a generic structure for building more specialized systems. A graphical
depiction of the framework is shown in Figure 1.

3.1 Motivation

In most natural language documents, and especially in newswire articles (which
have become the canonical de facto example for multi-document text summa-
rization), an underlying broad theme can generally be discerned along with a
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Fig. 1. The PathSum summarization framework.

highly varying number of sub-topics, depending on the subject, the author, and
the purpose of the document. In traditional statistical summarization, exempli-
fied by methods such as SumBasic [13], we can typically do well with respect to
the main theme in an input text but there is little possibility to discern between
more nuanced sub-topics that are overpowered by popular words that relate to
the broad overall topic. This also leads to problems of redundancy as sentences
that repeat popular words associated with the main topic are overwhelmingly
selected for summary inclusion. By learning the hierarchical topics underlying
an input, we could ensure coverage of each sub-story that is expressed in the
input. Further, by using a Bayesian nonparametric method that allows the data
to determine the model’s complexity, we can deal with the varying use of the
numbers of sub-themes in input documents.

3.2 hLDA Sentence Modeling

In [2], Blei, et al. use hLDA to model documents as paths through a tree. In
our approach, however, so that we can work at a more fine-grained level, and
because the sentence unit is typically used in extractive summarization, we model
sentences as paths ρs through a hierarchical topic tree T . Each node in the tree
represents a topic, or a multinomial distribution over a fixed vocabulary. All
sentences share the root topic φR and then trace a possibly unique path through
the tree. In this generative model, a word is generated by sampling a level l from
a sentence-specific distribution over levels θs. Then, a word is generated from
the topic associated with the node at level l along the path ρs. As with hLDA,
the topology of the tree is learned directly from the data. Each sentence path is
drawn from the nCRP described above, and as such the branching of the tree
emerges from the language used in the input sentences. More formally, sentences
in PathSum adhere to the following generative process:

1. For each node (topic) t ∈ T ,
(a) Choose a topic φt ∼ Dirichlet(η).

2. For each sentence s ∈ S,
(a) Draw ρs ∼ nCRP(γ).
(b) Draw θs ∼ Dirichlet(α).
(c) For each word w ∈ s,
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i. Choose level l ∼ Discrete(θs).
ii. Choose word w ∼ Discrete(φ[ρs,l]).

Note that unlike the infinite hLDA model described in [2], our initial model
represents a fixed-level tree and the level-mixing portions θs can therefore be
drawn from a finite Dirichlet distribution as opposed to the more complicated
GEM distribution required for an infinite depth model.
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Fig. 2. A 3-level topic tree of the DUC 2006 document set describing NASA’s Galileo
mission to Jupiter’s moons. The top 5 words in each topic are shown.

The generative process described above casts sentence generation as a ran-
dom process where either an existing path can be chosen, or a novel one added to
the tree when the data does not fit. Following path selection, a topic is then re-
peatedly sampled from that path and a word is subsequently sampled from that
topic. When we perform posterior inference to learn the path allocations and
topic distributions, we can re-create the topic tree. Figure 2 shows a learned tree
from the “Galileo Mission” document set in the DUC 2006 dataset. The broad
topic, presumably shared by all of the sentences in the input, puts high probabil-
ity on words like jupiter, galileo, and moon that should be generally important
in any discourse on that general topic. The next level makes clear distinctions
between semantically understandable subtopics that include the astrogeography
of Jupiter’s moons, the spacecraft itself, and the scientists and engineers involved
in the project. Underneath these subtopics lie even more specific sub-sub-topics.

3.3 Inference

To learn the posterior distributions ρs (the sentence path allocations), φt (the
topic distributions over words), and θs (the sentence distributions over levels in
the tree), as in [2], and described fully in [6], we appeal to an approximation
and use Gibbs sampling. Gibbs sampling is a stochastic approximate inference
algorithm from the Markov Chain Monte Carlo (MCMC) family. We set up a
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Markov chain with the target posterior as its stationary distribution and take
samples from computable conditional distributions that ultimately converge to
the true distribution. To converge upon the target more quickly, we use collapsed
Gibbs sampling where φ and θ are integrated out. We sample the sentence path
allocations and the per-word level allocations and use these counts to compute
the required distributions after a number of iterations.1

3.4 Parameter Selection

Despite the name Bayesian non-parametric methods, this model still requires
parameters to be set a priori. However, instead of direct parameters such as the
branching factor or the number of topics in the tree, these parameters represent
more organic inputs to the model that determine how sparse topics should gen-
erally be, and how likely a sentence will be to branch off and create a new topic.
We leave more nuanced parameter optimization for future work, but determine
our initial settings with the general goal of small trees and interpretable topics.
For the topic Dirichlet parameters, we would like to encourage more general top-
ics near the root (when they are viable) and more specific topics near the leaves.
Therefore, for a 4-level tree, (unlike the approach outlined in [5]) we set η1 = 1.0,
η2 = 0.75, η3 = 0.5, and η4 = 0.25, where η1 represents the root level, etc. For
the CRP parameters, we aim to enforce a small number of topics throughout
the tree for better generalization, and as such set γ = 0.01 for each of the three
branching levels.

3.5 Extractive Summarization

Each sentence in the input is modeled as a single path from the root to a leaf
node in the tree. Because of the clustering nature of the Dirichlet process that
produces the topic tree, the themes that are discussed the most in the input –
and are therefore seen as the most salient – are represented by the most popular
paths through the tree. Therefore, sentences that follow these prevalent paths
should be good choices for extraction in building a generic summary of the
input. Choosing only the most traveled path would quickly lead to redundancy,
however.

Path Selection To produce a strong summary with broad coverage and low
redundancy, we take a probabilistic approach and iteratively extract sentences
with the goal of matching the input document set’s distribution of sentences
over paths. If we knew a priori how many sentences were going to be extracted,
this would be easy. However, the typical task in summarization involves a word
limit. We would like a converging approach where as sentences are added, the
difference between the input documents’ path distribution p and the summary’s
path distribution q approaches 0, or more formally limSI→NS

distDiv(p, q) = 0,

1 We used 100 iterations for a burn-in period and then 1000 subsequent iterations to
approximate the mode.
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where SI is the set of sentences chosen for extraction, NS is the number of
sentences in the input set, and distDiv() measures the difference between the two
distributions. Choosing sentences to match the input’s path distribution is an
important distinction between this approach and HierSum, described in [9]. Here,
the summary’s hierarchical structure is built to match the input’s topic hierarchy
directly, whereas in HierSum the distribution is flattened before the summary
is constructed. In that approach, more nuanced (but nevertheless important)
topics may therefore be missed by being overpowered by more common words
in other topics.

To match the hierarchical path distribution, we select one branch at a time
starting at the root and work our way down. We use the function distDiv() to
determine the difference between each hypothetical new distribution after adding
an allocation to it and choose the node that results in the smallest difference.
distDiv() works by finding the sum of the differences between each dimension in
the two discrete distributions. As an example, if p has 4 possible paths with 10
sentences, 25 sentences, 35 sentences, and 30 sentences allocated to each choice,
then the distribution is (0.1, 0.25, 0.35, 0.3).2 The summary path distribution
q starts off with no members in any of its 4 possible paths, and we want to
come as close as possible to p with each step where we add one member to a
single path, but we do not know how many sentences we can get within a word
limit. In the first step we add to the third path because then our distribution
(0, 0, 1.0, 0) is different by 0.1 + 0.25 + 0.65 + 0.3 = 1.3 which is the smallest
difference between p and any of the possible q’s. At the second step, we add
to the fourth path because then we have (0, 0, 0.5, 0.5) which is different by
0.1 + 0.25 + 0.15 + 0.2 = 0.7, so, we get closer. With this measure, once the two
distributions are equal the difference is equal to 0, and as we follow this approach
step by step we converge towards 0. This process is described more formally in
Algorithm 1.

Input: path distributions p and q
Output: best path to take
begin

bestdiv ←∞
foreach dimension i in p do

add one allocation to q[i]
current ← distDiv(p, q)
if current < bestdiv then

bestdiv ← current
path ← i

end

end
return path

end
Algorithm 1: Algorithm to select the next path.

2 All distributions must, of course, sum to 1.0.
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Sentence Selection Once a path is selected as a specific theme to include in
the summary, a sentence from that path must be chosen for extraction. We select
the sentence with the highest expected posterior probability under the weighted
distribution of the topics in the given path. These distributions are constructed
using the sentence-specific level distributions θs. The topic distributions for each
node in the given path are linearly combined with that path’s average θs as a
weighting factor (

�
d θsd

= 1). This ensures a more fair distribution because
some sentences along the path may sample more heavily from the top of the
tree, whereas others may be more biased to the leaf nodes, or be more balanced
across all levels.

Redundancy Avoidance Despite the broad coverage that PathSum promises
across themes, there continues to be the possibility of redundancy within paths.
Because of the nature of the framework, a number of distinct approaches could
be considered and incorporated. In many approaches sentences are scored us-
ing a statistical approach and then redundancy is avoided by ensuring that se-
lected sentences’ cosine similarity to already included sentences is below a learned
threshold. In SumBasic and the MMR framework, redundancy avoidance forms
part of the sentence scoring function [4]. In this initial exploratory work, we take
the latter SumBasic-like approach but we reduce the probability of words that
show up in selected sentences more gently. When a sentence has been selected
for inclusion for a particular path, as in [7], we update the associated probability
distribution for words that appear in that sentence as p�path(w) = ppath(w)

2.0 .

3.6 Query-Focused Summarization

The PathSum framework is also amenable to query-focused summarization. Af-
ter building the hierarchical topic structure from the input sentences, a query
would then be situated along one of the paths in the tree T . As in the extrac-
tive summarization approach described above, sentences would then be chosen
for extraction, but only from this path. However, to more faithfully represent
the query sentence, the learned level distribution θSQ

, where SQ is the query
sentence, could be used to weight the topics along that path such that more
broad or more specific topics would be highlighted, depending on the query. For
example, if the query’s level distribution θSQ

= (0.1, 0.1, 0.1, 0.7), then sentences
more representative of the highly specific topic at the leaf node of the path would
be predominantly chosen for inclusion in the summary.

As an example of query-focused summarization, or more generally “docu-
ment creation” from a knowledge base, we extracted the Wikipedia category
“Sports Culture”, which consists of 49 pages,3 and learned the associated Path-
Sum hierarchical topic model. We then performed query-focused summarization
as described above with the short query “sports memorabilia”. We set a soft word
limit of 100 words4 and the output is shown in Figure 3. We note that three of
3 See http://en.wikipedia.org/wiki/Category:Sports_culture.
4 We define a soft word limit as allowing sentences to be added until the summary’s

word length is equal to or above the limit due to completing the final sentence.
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As years passed and many other sports stars joined their

sports, memorabilia collectors also began to broaden their

horizons. Many items used by famous sports stars or at a famous

event have been sold for many dollars at auctions such as Sothebys

and others. This proficiency has also helped boost the popularity

of sports. The only way to ensure that sports memorabilia is

authentic is to make a purchase from a reputable dealer. In the

1980s, sports cards started to get produced in higher numbers, and

collectors started to keep their cards in better condition as they

became increasingly aware of their potential investment value.

Fig. 3. Output of PathSum document creation on Wikipedia category “Sports Culture”
with query “sports memorabilia”.

the extracted sentences come from the Wikipedia page “Sports Memorabilia”.
However, the generalizing nature of the topic tree allowed a further sentence (the
final one) to come from the related page “Sports card”. Our document genera-
tion research is at a preliminary stage and we do not provide quantifiable results
here. Instead, it is our intention to demonstrate the initial possibilities of the
PathSum framework and its applicability to other areas of NLP research.

4 Experimental Results and Discussion

To test the capabilities of the PathSum summarization framework, we describe
formal experiments for extractive news summarization and an exploration of
“generic” legal decision summarization.

4.1 Extractive News Summarization

The Text Analysis Conference (TAC) and its predecessor the Document Under-
standing Conference (DUC) hold annual conferences and adjoining competitions
to encourage research in automatic multi-document summarization of news ar-
ticles. Due to the extremely useful aggregation of data and reference summaries
that are provided by these conferences, the associated datasets have become
de facto standards in the ATS literature. We present results on the DUC 2006
dataset due to its popularity, and on the more recent TAC 2010 dataset. The
former consists of 50 sets of 25 news articles each and summaries may be a max-
imum of 250 words. TAC 2010 data is made up of 46 sets of 10 news articles
each where the summary word limit is 100 (we only make use of the initial TAC
2010 data).

We report our results using the n-gram matching ATS metric ROUGE [10].
We make use of R-1 (unigram), R-2 (bigram), and R-SU4 (skip-4 bigram) both
with and without stopwords removed from the calculation. PathSum is compared
to a baseline where the first sentences of each document in the input set are
extracted up to the maximum word length, and against the venerable statistical
summarization system SumBasic. Despite lacking news domain-specific features
as most TAC systems contain, PathSum’s ROUGE scores are statistically no
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Method
DUC 2006 TAC 2010

ROUGE ROUGE (-s) ROUGE ROUGE (-s)
R-1 R-2 R-SU4 R-1 R-2 R-SU4 R-1 R-2 R-SU4 R-1 R-2 R-SU4

First sens 36.8 6.7 12.2 24.6 4.6 7.1 30.4 6.1 9.6 21.8 5.5 6.6
SumBasic 36.9 6.8 12.0 26.4 5.1 7.6 33.2 7.5 10.8 25.7 6.4 7.7
PathSum 38.2 7.6 12.9 30.6 6.6 9.6 34.4 8.3 11.4 28.2 7.7 9.1

Table 1. ROUGE Results for DUC 2006 (left) and TAC 2010 (right). Results statis-
tically significantly better than SumBasic are displayed in bold; results statistically
significantly worse than SumBasic are underlined.

different than the second-highest performing system for R-2 and the fifth-highest
performing system for R-SU4.

As noted in [9], obtaining statistical significance in ROUGE scores is “quite
difficult.” Nevertheless, PathSum proves to perform very strongly and beats
SumBasic with statistical significance in all six of the ROUGE measures analyzed
for DUC 2006 and in four of the six measures for TAC 2010.5 None of our
results were significantly worse than SumBasic. For DUC 2006, PathSum beats
SumBasic by 29% for stopword-removed bigram matching, and by 26 % for
stopword-removed skip-4 bigram matching. Further, all three stopword removed
ROUGE scores are higher than those reported for the most advanced model
described in [9], HierSum. Please see Table 1 for full results.6

4.2 Legal Decision Summarization

One of the most promising applications of ATS is in summarizing legal deci-
sions for jurists. Summarizing the analysis that a judge undertakes in deciding
a case is what many lawyers (and especially law students) spend most of their
days involved with. Legal writing is specialized enough that domain-dependent,
supervised approaches such as [12] will ultimately be required for results that
lawyers can confidently depend on. However, statistical approaches will surely
form an important module in more complex legal summarization systems. Due
to PathSum’s ability to discern between nuanced sub-topics, we felt it could
produce a strong legal summary compared to simpler approaches such as Sum-
Basic. To verify this, we created summaries of the analysis portion of five random
Supreme Court of Canada (SCC) cases from 2008. As in [12], we first used the-
matic segmentation to divide the cases into Introduction, Facts, Legal Analysis,
and Conclusion. For this experiment we chose to concentrate on legal analysis
and therefore only used that segment as input. As above, we use ROUGE for
scoring our summaries and for a model summary, we use the analysis portion of
the head-note that accompanies all SCC decisions.7 Finally, for the maximum
5 We judge statistical significance using the t-test with 95% confidence.
6 All reported ROUGE scores in this paper are scaled by 100 to aid in readability.
7 SCC head-notes are typically structured as a summary of the facts, followed by the

holding, followed by a summary of the legal analysis. Our model summaries consist
of this final portion.
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summary word-length, we use a dynamic number where the limit is equal to the
number of words in the model summary. We compare an unmodified version of
PathSum to SumBasic and a baseline similar to that used in [12] where the first
max words of the analysis section are extracted.

Method
ROUGE ROUGE (-s)

R-1 R-2 R-SU4 R-1 R-2 R-SU4

First n 51.7 17.6 25.2 32.7 9.2 12.5
SumBasic 63.0 28.9 34.7 50.4 20.0 22.7
PathSum 65.7 31.5 36.3 56.8 24.1 26.5

Table 2. ROUGE Results for legal summarization on SCC 2008 decisions. Results
statistically significantly better than SumBasic are displayed in bold.

As can be seen in the full results in Table 2, PathSum performs very well. It
beats SumBasic in every test and does so with statistical significance in every
stopword-removed ROUGE category we measured. We believe that the advanced
results are directly attributable to PathSum’s approach of attaining broad cov-
erage by summarizing each sub-theme represented in the input set. For example,
one of the randomly selected cases we experimented on was Apotex v. SanofiSyn-
thelabo, a patent case.8 In most patent cases, one party is trying to argue that a
patent is invalid. There are a number of tests to determine if a patent should be
invalidated, and three of the approaches used in this case were double patenting,
obviousness, and anticipation. In observing the learned topic tree (like Figure
2), all three of these were clearly delineated as sub-sub-topics. PathSum was
thus able to extract sentences related to each of these areas whereas SumBasic
could only concentrate on sentences that contained terms popular throughout
the entire document. Although this is only a preliminary exploration of using our
framework for legal decision summarization, we are encouraged by these initial
results.

5 Conclusions and Future Work

In this paper we have described a fully unsupervised hierarchical-topic based
summarization framework built atop the hLDA model. Due to its focus on sub-
topics within an overall main theme, summarization systems built with this
framework should result in wider coverage than similar statistical approaches
that take a flat view of the input. We have also detailed a basic implementation
of a generic multi-document summarization system that not only outperformed
some of the most advanced methods described in the literature for traditional
news summarization, but that also performed strongly in the more specialized
area of legal decision summarization.

This framework provides a number of avenues for future research. In [5], it
is noted that when using a previously learned topic model it can be difficult
8 Apotex Inc. v. SanofiSynthelabo Canada Inc., [2008] 3 S.C.R. 265, 2008 SCC 61.
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or impossible to situate new documents within it. In the present description of
PathSum, like the approaches in [9, 8], we re-learn the topic model for each set
of input sentences. This might not be feasible for a large-scale query-focused
document creation method. For this, we will look into online inference where
the model can be efficiently adjusted on the fly as documents are streamed in.
Another area of future work is in hierarchical query modeling. With the simple
approach described in section 3.6, the words are modeled along a path of the
tree but a user may want to emphasize a certain part of his or her query as the
general area, and another part as something more specific within that topic.
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8. Hal Daumé, III and Daniel Marcu. Bayesian query-focused summarization. In ACL
2006, pages 305–312, Morristown, NJ, USA, 2006. Association for Computational
Linguistics.

9. Aria Haghighi and Lucy Vanderwende. Exploring content models for multi-
document summarization. In NAACL 2009, pages 362–370, Morristown, NJ, USA,
2009. Association for Computational Linguistics.

10. Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. In
Proc. of the ACL Workshop on Text Summarization Branches Out, pages 74–81,
Barcelona, Spain, July 2004. Association for Computational Linguistics.

11. H. P. Luhn. The automatic creation of literature abstracts. IBM J. Res. Dev.,
2(2):159–165, 1958.

12. Mehdi Yousfi Monod, Atefeh Farzindar, and Guy Lapalme. Supervised machine
learning for summarizing legal documents. In Canadian Conference on AI, pages
51–62, 2010.

13. Ani Nenkova, Lucy Vanderwende, and Kathleen McKeown. A compositional con-
text sensitive multi-document summarizer: exploring the factors that influence
summarization. In SIGIR 2006, pages 573–580, New York, NY, USA, 2006. ACM.

16



Deep Learning for Automatic Summary Scoring

Pierre-Etienne Genest1, Fabrizio Gotti1, and Yoshua Bengio2
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Abstract. Automatic summary scoring is used very often by summa-
rization system developers to test different algorithms and to tune their
system. We have developed a new approach based on representation
learning, using both unsupervised and supervised learning components,
to score a summary based on examples of manually evaluated summaries.
Our deep learning approach greatly surpassed ROUGE in terms of corre-
lation with Pyramid (content) scores for individual summaries. However,
ROUGE performed slightly better when comparing summarization sys-
tems based on their average score.

1 Introduction

Progress in the field of Text Summarization requires ways of assessing the quality
of summaries. Comparisons and ranking of summarization systems in interna-
tional evaluations like the Text Analysis Conference (TAC) [7] rely first on man-
ual summary scoring. On the other hand, automatic summary scoring is used
very often by summarization system developers to test different algorithms and
to tune their system. Although automatic summary scoring is not as reliable,
it does not require human resources nor a long time to complete, so it can be
repeated as often as necessary.

The best known and most trusted automatic metric for summary evalu-
ation is the so-called Recall-Oriented Understudy for Gisting Evaluation, or
ROUGE [16]. This metric is strictly based on n-gram similarity scores between
a model summary and the summary to be evaluated.

In this paper, we describe a new approach to automatic summary scoring
based on representation learning, using both unsupervised and supervised learn-
ing components, to score a summary based on examples of manually evaluated
summaries. This is based on recently introduced algorithms for deep learning
of representations [12, 11, 1], and is based on a novel architecture for comparing
the learned representations associated with two preprocessed summaries, in the
spirit of so-called Siamese Networks [5]. Like ROUGE, it also relies on a com-
parison between a model summary and the summary to be evaluated. This is
accomplished in three steps. First, we preprocess the summaries so that they
can be expressed as a vector in term-space. The second step attempts to learn
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a mapping from the term-space into a concept-space representation of much
smaller dimensionality, using an unsupervised auto-encoder [19, 4, 11] trained on
a large corpus. That learned intermediate lower-dimensional representation is
more abstract and more oriented towards semantics than the raw term-space
representation, because combinations of words that have a similar meaning tend
to be represented by nearby vectors in that space, in a way similar to Latent
Semantic Analysis [8]. Finally, the third step stacks a regression neural network
on top of the attribute-wise comparison obtained from the concept-space repre-
sentations of the summary to be evaluated and of the model summary.

An important advantage of many Deep Learning algorithms is that they
can exploit large quantities of unlabeled data to learn better representations [1],
that can generally be more easily transferred across different domains [2] or com-
bined with labeled data for semi-supervised learning [24]. The basic hypothesis
explaining these earlier successes [9] is that for the type of tasks at hand (and
presumably most tasks considered for AI), representations h(x) of inputs X = x
that are useful at characterizing P (X) are useful at characterizing P (Y |x) (where
Y ’s are target labels to predict).

Section 2 will describe existing summary evaluation metrics. We give the
details of our approach, including how we implemented it, in section 3. Section
4 discusses our results, and we conclude in section 5.

2 Summary Evaluation Metrics

2.1 Direct Manual Metrics

Direct manual metrics produce human-made scores given by subjective criteria.
They are generally scaled by integers between 1 and 5 or 1 and 10. The most
common, called Overall Responsiveness in the TAC conferences, answers a ques-
tion such as “Is this a good summary of the document(s)?” and “How much
would you pay for this summary?”. The other common measure is a linguistic
quality score, which assesses a summary’s grammaticality, as well as its focus,
coherence, etc.

2.2 Pyramid

The Pyramid metric [17] is an indirect manual evaluation metric of a summary’s
content. Human assessors read each model summary and determine each one’s
Semantic Content Units (SCUs) – the ideas or statements of a text. The Pyramid
content score of a summary to be evaluated is given by the recall of model SCUs
present, weighed by the number of model summaries that contained each SCU,
if more than one model was available. The Pyramid score is the one we attempt
to predict with our approach.

2.3 ROUGE

ROUGE [16] is an automatic evaluation metric that computes an n-gram similar-
ity score between the model summary and the summary to be evaluated. Several
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types of ROUGE measures exist, and the one with the highest correlation with
manual scores is ROUGE-2 recall – the recall of model summary bigrams. Very
high correlations between manual metrics and ROUGE have been observed [6].

3 Our Approach

This section has five subsections as follows. First, we describe the data sets
used for training and testing. Then, we describe the three steps of our approach,
namely preprocessing the documents into a binary vector in term-space, learning
a representation of this term-space into a concept-space, producing a compar-
ative vector (comparing the attributes of the two summaries), and training a
neural network to predict the Pyramid score. These are described at a high
level, with the last subsection giving technical details of the implementation.

3.1 Data Sets

Most machine learning approaches require large data sets to perform well, and
examples of manually scored summaries are relatively rare. The TAC conferences
offer a good source of such data and we used the 2008 and 2009 sets because
they were recent, had short (100-word) summaries, and were both done using the
same task description, namely query-focused, multi-document, 100-word sum-
maries. Together, they contained roughly 4,000 manually evaluated summaries
(excluding update summaries which respond to a different task), completed on
92 document sets. The Pyramid scores of these summaries were normalized to
be in the range [0.001, 0.999] for easier use by our algorithm.

The documents for which those summaries were written are NewsWire arti-
cles found in the Linguistic Data Consortium’s AQUAINT-2 corpus [23], which
contains more than 900,000 articles from six different news agencies. The auto-
encoder is trained using this corpus.

3.2 Preprocessing

It is desirable to represent data by its meaningful features for input to a machine
learning algorithm. An easy way to do this for text is to use the so-called bag-
of-words approach of representing a text by the terms it contains, regardless of
the number of times each term occurs.

In this formalism, each document is represented by a binary vector of size
equal to the number of terms in a given vocabulary. Each term in the vocabulary
has an index in the vector, which corresponds to a dimension in this vector-
space, or term-space. A document is thus a point in term-space, defined as a
vector with 1’s in dimensions corresponding to terms it contains, and 0’s in all
other dimensions.

Not all terms are important, however, and it is computationally impracticable
to deal with a very large vocabulary, so we had to significantly reduce its size.
First, the Porter Stemmer [18] is used on the terms, to represent identically
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all terms of the same family. A vocabulary of 850,000 unique stems was initially
found in the AQUAINT-2 corpus. All numbers and amounts were projected onto
a single tag, and all terms that contain special characters were removed, taking
care of a large portion of this number. Stop-words were also taken out, in order to
prevent the noise the most common English words would likely create. Finally,
we kept only the 10,000 most frequently occurring stems in the AQUAINT-2
corpus, a number high enough to cover terms from a wide range of subjects.
This corresponds to terms with a minimum frequency of at least 2,500 within
the 900,000 articles of the corpus.

3.3 Deep Learning and Auto-Encoder for Dimensionality Reduction

One of the basic ideas behind Deep Learning algorithms [1] is to exploit unsu-
pervised learning to learn intermediate representations that can then be used in
a supervised learning framework. In our work, an auto-encoder [11] is used to
reduce the dimensionality of the term-space vectors, so that they can be rep-
resented in a much smaller concept-space. Auto-Encoders are a special type of
multi-layer neural network with a hidden layer of small dimensionality, which
represents an encoding that we are trying to learn. In our case, the encoding can
be interpreted as a concept-space, made of learned non-linear transformations
of the term-space, which can express the most essential features of a document.
The encoding is learned by using the large AQUAINT-2 corpus for input. An
important characteristic of such representation-learning algorithms is that they
can exploit large quantities of unlabeled data. When they are trained on a bag-
of-word, they learn a distributed semantic representation for each word [20], in
which semantically similar words (or bags-of-words) are associated to nearby
vectors.

The process is illustrated in Figure 1. The encoding function f is applied
to the term-space vector x representing a corpus document in order to produce
the concept-space vector y. f consists of a linear transformation followed by a
non-linear function. Next, function g decodes y back to a vector in term-space
by applying again a linear transformation followed by a non-linear function. The
auto-encoder is trained with the goal of learning the parameters of functions f
and g, so that the reconstructed vector x̃ is similar to the original vector x.

To assess the quality of the encoding and decoding, a loss function L matched
to the non-linearity compares x and x̃. The parameters of the auto-encoder are
set to minimize the reconstruction error on the training data.

Because the input vectors are binary and sparse (95% of the dimensions
contain zeros), we apply a sampling algorithm to speed up the processing. All
dimensions that contain ones are sampled, as well as the same number of dimen-
sions containing zeros, selected randomly. Reconstruction and error gradients are
only computed for the sampled dimensions, i.e., no gradient is back-propagated
for the non-sampled dimensions. To our knowledge, this sampling mechanism is
novel in the context of auto-encoders, and it allowed us considerable speed-up
of training time, around 8-fold. This is a major advantage to explore such un-
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Fig. 1. Architecture of the auto-encoder to learn an encoding y in concept-space of an
input x in term-space.

supervised learning algorithms in the context of the large number of training
examples used (around a million).

Four values for the number of dimensions of the concept-space were tested:
200, 400, 600 and 1,000. A lower average reconstruction error for the auto-
encoder, as well as a better performance when this encoding is used as part of
the regression process were observed when the input is encoded in a concept-
space of 600 dimensions.

Although the reconstruction error criterion of an auto-encoder does not cor-
respond to training a probabilistic model of the input vectors, a slight modifica-
tion of it, called the denoising auto-encoder [22], and in which the auto-encoder
takes a corrupted input and tries to reconstruct the original clean input, does. A
variant of the denoising auto-encoder corresponds [21] to applying a regularized
Score Matching criterion [13] to a particular Restricted Boltzmann Machine [11,
12]. In our experiments we found that the addition of this corruption process
helped, but only marginally, so results with the simpler ordinary auto-encoder
are reported here.

3.4 Supervised Regression on Top of Learned Representation

The objective is to compare a summary s with a model summary m. On top
of the representation learned by the auto-encoder for the summary s and for
the model summary m, we first compute a “comparison” layer that performs an
element-wise comparison between the two summaries’ concept-space attributes,
on top of which we then stack a supervised multi-layer regression neural network,
to predict the summary Pyramid score p. The layout of the network is illustrated
in Figure 2.
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h

m

encoding into concept-space

concept comparison

regression layers

s

f(s)f(m)

v = log(f(m)/f(s))

p

Fig. 2. Deep Learning architecture for regression, with three steps: encoding into
concept-space, concept comparison and regression layers.

The input layer contains the two preprocessed summaries to be compared,
represented by term-space vectors. The encoding function f learned by the auto-
encoder is applied on both term-space vectors to reduce them to their concept-
space representation.

The layer v compares the values of f(s) and f(m) for each concept (how
strongly each concept is present in the summary and the model). For each di-
mension in concept-space, v is computed with the element-wise logarithm of the
ratio of f(s) and f(m).

The remainder of the architecture is a standard one-hidden layer neural net-
work for regression. The size of the hidden layer h was set to 1,000, because
a much higher number of hidden units would have entailed a large increase in
computing time yielding meager gains in performance.

Architecture variants. Four variants of the architecture have been considered, in
order to test two hypotheses. Firstly, the impact of the auto-encoder unsuper-
vised pre-training was tested. The function f of the architecture would either be
initialized randomly, or by the learned function of the auto-encoder in order to
test this hypothesis. Secondly, we tested whether or not the parameters of the
concept-space encoding function f should be adapted during training or left un-
touched. Adjusting the parameters of f during training severely slows down the
execution. Our experiments showed that there is always a very significant gain
to use the auto-encoder-learned concepts rather than random ones, even when
those can be adjusted during training. Also, statistical tests failed to observe a
significant difference between keeping the learned concepts fixed and adjusting
them to new data during training. These findings are different from those of
previous work using auto-encoders in deep architectures [3, 14], which observed
better results when all the parameters could be adjusted to the data.
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3.5 Technical Details about the Implementation

Hyper-parameters For both the auto-encoder and the regression component,
we tested several values for each of the hyperparameters of the algorithms, us-
ing a grid search. These include the size of the hidden layers and variations of
the algorithms themselves, as already mentioned, but also the learning rate for
gradient descent, its rate of decay and the number of iterations for early stop-
ping. The gradient descent learning rate was taken as �t = �0τ

t+τ , where �0 is the
initial learning rate and τ controls the rate of decay (asymptotically in 1/t, to
guarantee convergence).

Auto-Encoder The two layers of the network are computed using y = f(x) =
tanh (Wx + b) and x̃ = g(y) = σ (W�y + b�), where σ is the logistic sigmoid.
Therefore, f is defined by a linear transformation matrix W and two bias vectors
b and b�. We used tied weight matrices, so that W� = WT . The loss function
used is a cross-entropy between the reconstruction and the original vector, given
by L(x̃,x) = −mean(x log(x̃) + (1−x) log(1− x̃)) where the mean is taken over
the elements of x. The matrix W is initialized randomly and uniformly, such
that Wij ∈ [− 1√

ū
, 1√

ū
], with ū the average number of ones in x. The bias vectors

were initialized with b ∈ [0, 2] and b� ∈ [−0.5, 0.5]. These values were chosen to
stay close to inflection points of the non-linear activation functions of each layer,
as suggested in LeCun [15].

Comparison Layer and Regression Component The equation used for the
comparison layer is slightly different from that in Figure 2, to avoid taking the
logarithm of zero:

v = log
�

f(m) + 1 + �

f(s) + 1 + �

�
, (1)

where � is 10−3. The regression layers are computed similarly to f and g. The
hidden units h are computed by taking a linear transformation of v and applying
a hyperbolic tangent. The score p was computed by a linear transformation of
h and applying a logistic sigmoid activation function. The loss function is the
Kullback-Liebler divergence between the predicted score and the target Pyramid
score. The initialization of each matrix element for all layers was in the uniform
interval

�
−

�
6

ni+nj
,
�

6
ni+nj

�
, with ni and nj the number of units of the layer

below and the current layer. All biases were initialized to 0.

4 Results and Analysis

4.1 Algorithmic Performance

Auto-Encoder The encoder was trained on 800,000 documents randomly se-
lected from the 900,000 articles contained in the ACQUAINT-2 corpus. The
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Correlation with Pyramid scores

Pearson Spearman Kendall

Deep Learner 0.786 0.782 0.591
ROUGE-2 0.617 0.591 0.427

Table 1. Correlation coefficients between our Deep Learning approach and Pyramid,
and between ROUGE-2 and Pyramid (n = 2288), for individual summary predictions
(comparing a single pair of summaries).

remaining 100,000 documents were set aside for testing purposes. The recon-
struction error achieved by the auto-encoder on this test set is a cross-entropy
of 0.134. This could for example be achieved by predicting (on average) a value
of 0.13 for the dimensions of terms that did not appear in the input document,
and predicting 0.87 for the dimensions of terms that did appear in it.

Regressor An 11-fold cross-validation was performed to evaluate the quality
of the regression. A single fold consists of a training set including all of the 2008
TAC data and 10/11th of the 2009 data. The remaining 1/11th of the 2009 data
constitutes the test set.

The mean absolute error between the predicted score for a summary and the
actual Pyramid score in the test set is 0.085. Note that, although the scores are
between 0 and 1, most of them are fairly low, with a mean of 0.25 and a standard
deviation of 0.17, as can be observed in Figure 3 below.

4.2 Intrinsic Evaluation

In the language of Galliers and Spärck Jones [10], an intrinsic evaluation is re-
lated to a system’s objective, whereas extrinsic evaluation is interested with a
system’s actual function. Because our objective is to simulate the Pyramid scores
for evaluating summaries, it is interesting to compute correlation coefficients
between our predictions and Pyramid scores of the test set. These correlation
coefficients serve here as an intrinsic evaluation method. Table 1 shows our cor-
relation with Pyramid and compares it with ROUGE’s. Figure 3 plots all the
data points for our predictions and ROUGE’s.

These results are very satisfactory, as they show that our approach tends
to rank summaries according to their content much better than ROUGE does.
Although the correlation coefficients for individual comparisons are not very
high compared to the correlation coefficients for a whole system (Table 2), they
show a decent level of performance for an automatic evaluation metric. More
importantly, there is a surprisingly large improvement in individual summary
assessment when compared to ROUGE, a 32% relative improvement in Spear-
man correlation, going from .591 to .782 (see Table 1).
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Fig. 3. Plot of the predictions from our Deep Learning approach and ROUGE-2 against
Pyramid scores, for each of the 2288 summaries evaluated for testing. A large proportion
of points have a Pyramid score of 0.

Correlation coefficients between system averages

Pearson Spearman Kendall

Deep Learner 0.946 0.898 0.751
ROUGE-2 0.972 0.942 0.803

Table 2. Correlation coefficients between per-system averages (n = 52).

4.3 Extrinsic Evaluation

In practice, evaluation metrics are not used to rank single summaries, but sys-
tems, or different configurations of a system. This is where automatic metrics
like ROUGE are most useful: they allow the fine-tuning of a system, possibly
iteratively, without having to manually evaluate the many summaries produced,
or to even read any of them. The 2009 TAC data comprised summaries written
by 52 automatic systems, so we averaged the scores for each system, over the 44
document sets. This was done for both our approach, Pyramid and ROUGE.

As table 2 shows, ROUGE averages are more correlated to Pyramid averages
than our approach’s averages are. That is, given many examples of two sum-
marization systems’s output, ROUGE-2 predicts slightly more accurately which
one is better on average than our approach does. Figure 4 shows the actual data
points for each system.

Moreover, this extrinsic discriminative power can be evaluated directly using
Welch t-tests between pairs of systems. This is a way to verify how our approach
and ROUGE rank any pair of systems, as compared to how Pyramid ranks them,
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Fig. 4. Plot of averages of the predictions from our Deep Learning approach and
ROUGE-2 against Pyramid scores, for each of the 52 evaluated systems.

Discriminative power between systems

Agreements Disagreements Contradictions

Deep Learner 1107 219 0
ROUGE-2 1124 202 0

Table 3. Number of agreements, disagreements and contradictions between an ap-
proach and Pyramid, from Welch t-tests conducted over all possible pairs of summa-
rization systems.

using appropriate statistical tests. From two distributions A and B of predicted
scores on two summarization systems, we verify if we observe a statistically
significant difference between them using a Welch t-test. The same is done with
the distribution of Pyramid scores. An agreement is when both tests produce
the same result, namely that A and B are indistinguishable, that A is greater
than B or the opposite. A disagreement is when one test shows no significant
distinction while the other believes there is one. Finally, a contradiction occurs
when one test shows that A is better than B and the other shows the opposite.

Ultimately, it is difficult to understand why our system has better intrinsic
performance than ROUGE but slightly inferior extrinsic performance. There
could have been some sort of noise-canceling effect for ROUGE that is less
present with our approach.

5 Conclusion

We have introduced a way to speed-up training of unsupervised auto-encoders
that learn a semantically beneficial representation of concepts from the given
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term-space input, based on a sampling approximation of the training criterion.
We have shown that an implementation of Deep Learning regression for summary
evaluation scores can substantially improve on ROUGE at determining which
of two summaries is better, yielding a 32% relative improvement in Spearman
correlation, going from .591 to .782. On the task of determining which of two
systems are better, and using only a simple averaging aggregation, performance
was slightly worse than ROUGE-2 recall. This slightly inferior performance on
per-system averages might come from the overspecialization of using a machine
learning approach. The (intrinsic) goal that we set out for our approach was to
predict Pyramid scores as best as possible for single observations. No specific
learning of how to score systems given many example outputs was made, even
though it is what most summarization developers actually need. With better
assessment at the individual summary level, we believe that there is a great
potential to extend these results to the system-level by better aggregation and
training methods focused on improving the system-level predicted performance.
For this purpose, it would be interesting to explore ways to design a machine
learning algorithm which takes a set of input summaries and outputs something
better than averaging the score predictions. This could be done by adding an
extra layer to the architecture, or by running another algorithm to learn to
combine scores efficiently for ranking purposes.

Another variant which should be explored is the insertion of an absolute
value computation after the logarithm in equation 1. This would guarantee that
the regression is invariant to switching the order of its two input summaries m
and s, and v would measure the absolute discrepancy between various aspects
of the summaries captured by each of the dimensions of f(m) and f(s).
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Abstract. We describe a method for semantic modeling of multimodal
documents and discuss how this can be used to generate an abstractive
summary. Information extracted from the text by a semantic parser and
from the graphics by a graph understanding system is combined into a
single knowledge base. By operating at the semantic (rather than the
surface) level, we are able to integrate information collected from both
text and non-text sources. From this unified semantic model, we can
evaluate the importance of each part of the extracted knowledge and
produce a comprehensive summary of the entire multimodal document.

1 Introduction

This work is part of a larger ongoing effort to produce better and more inclu-
sive descriptions of the information contained in multimodal documents found
in popular media. Multimodal documents consisting of text and information
graphics (such as bar charts and line graphs) pose a difficult challenge for tra-
ditional natural language processing techniques. The graphical content is not
always duplicated in the text of the document [4], and yet the graphic may
contain valuable information important to the article’s message. The content
creator had a reason for including the graphic in the multimodal document, and
if the graphic is ignored, the summary may not be a good representation of the
document as a whole. Our current focus is on combining information extracted
from the text with the most important information conveyed by the graphics in
order to produce an integrated summary of the entire article. This line of work
helps address what is commonly known as the information overload problem by
condensing the information contained in multimodal documents into brief syn-
opses. This is particularly important for people with visual impairments, due
to the significant time investment required for them to read lengthy articles, as
well as the additional difficulties they face in accessing graphical content. We ap-
proach summarization from a generation perspective, thus our goal is to produce
a natural language summary as output.
� This work was supported in part by the U.S. Dept. of Education National Institute

on Disability and Rehabilitation Research under grant no. H133G080047.
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2 Motivation

A summary which considers the information contained in graphical sources
should be abstractive in nature. Most summarization tools utilize extractive
techniques [19, 20], whereby the most important sentences are extracted from a
document and then reassembled to form the summary. However, this approach
cannot faithfully retrieve the information stored in graphics since these non-
textual modalities offer no sentences for extraction. Some research into sum-
marizing or otherwise representing the content of a graphic has relied solely on
captions and other sentences in the article explicitly referring to the graphic in
order to summarize it [2, 34]. However, studies have shown that the graphical
content is often not repeated in the accompanying article text [4] and captions
are often uninformative [14]. Work on summarizing multimodal documents has
taken images and text into account to some extent, by doing very shallow pro-
cessing on an image to categorize it [11], or using the accompanying text to
disambiguate image contents [31], but none that we are aware of consider a
graphic on par with text in terms of adding communicative content to a docu-
ment. Furthermore, summaries produced by extractive methods in general, while
syntactically correct, have been shown to lack cohesion and suffer from ambigu-
ity and referent identification issues [26]. In contrast, an abstractive summary
would address both of these issues by working from an underlying semantic rep-
resentation of the text and graphics, and by using natural language generation
techniques for text structure and surface realization to ensure text coherence.

One possible approach to facilitate extractive summarization of multimodal
documents would be to first generate a textual description of the graphics [12,
7] and then insert this description into the document text before performing
sentence extraction. However, not only would the resulting summary suffer from
the limitations inherent to extractive methods described above, it would face
additional difficulties because the combined text (machine-generated graphical
description inserted into original text of article) would be written by two differ-
ent authors in two different styles, thus leading to even more coherence issues.
Therefore, not only do graphics require an abstractive treatment, information
from both text and graphics should be semantically integrated in order to gen-
erate a cohesive summary of the entire multimodal document.

Automatic summarization methods that more closely approximate the hu-
man process of conceptual integration and regeneration in writing an abstract
will likely produce results which are more human-like than that of traditional ex-
traction techniques. However, the automatic abstractive summarization of text
has proven to be quite a challenging problem [27], even without considering the
incorporation of multimodal sources of information. Efforts directed towards ab-
straction have included the modification (i.e., editing & rewriting) of extracted
sentences [18], as well as using partial semantic analysis with text regenera-
tion and elaboration to produce indicative-informative abstracts from technical
information [30]. Some research into “semantic abstraction summarization” has
aimed to represent the summarized content as a graphical condensate [17], rather
than producing a natural language summary. Our work shares similarities with
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the knowledge-based text condensation model of Reimer & Hahn [29], as well
as with Rau et al. [28], who developed an information extraction approach for
conceptual information summarization, though our goal is to represent both the
text and the graphics in a single conceptual model in order to generate a natural
language summary of a multimodal document.

3 Methodology

In the remainder of this paper, we will present our method for extracting infor-
mation from text and graphical sources to build a semantic model that captures
the information content of both the text and the graphics, and then discuss how
an abstractive summary can be produced from this model.

3.1 Text Understanding

The semantic parsing of document text is performed by Sparser [21], a bottom-
up, phrase-structure-based chart parser, optimized for semantic grammars and
partial parsing.3 While most parsers stop at a structural description, Sparser
produces a disambiguated conceptual model. It outputs categorized objects and
relationships, creating and adding specific facts to instances of highly-structured,
predefined prototypes. Sparser contains a built-in, sophisticated linguistic model
of core English grammar, as well as a model of common items such as names,
locations, times, and amounts. Given a document and domain-specific grammar,
Sparser performs a linguistic analysis, identifying each part of the text where
the subjects of its grammar appear, and emitting partially-saturated referents
(PSRs) as a semantic representation of what it recognizes [23]. A PSR is a
semantically-incomplete representation of a concept for which some of the char-
acteristic information can be missing; in other words, an object possibly lacking
values for some of its attributes.

Existing Sparser grammars provide coverage for several different domains, in-
cluding business news articles. A collection of multimodal documents from pop-
ular media has been assembled, most of which contain article text accompanied
by information graphics. Among these articles are many in the business news do-
main. We have extended Sparser’s semantic grammar for this domain, allowing it
to analyze texts like the article entitled “Will Medtronic’s Pulse Quicken?” from
the May 29, 2006 edition of Businessweek magazine.4 Such texts convey infor-
mation about stock prices, earnings forecasts, analysts’ predictions, and market
conditions. Sparser recognizes these semantic entities, builds and modifies PSRs
to represent them, and adds these to the semantic model being constructed.

3.2 Graph Understanding

As image understanding research has not yet developed tools capable of extract-
ing semantic content from every possible image, we must restrict our focus to a
3 https://github.com/charlieg/Sparser
4 http://www.businessweek.com/magazine/content/06_22/b3986120.htm
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limited class of images for the prototype system implementation. We have opted
to leverage capabilities developed for the SIGHT system [9], which generates tex-
tual summaries of information graphics found in popular media (e.g., magazines,
newspapers) for people who have visual impairments. Rather than focusing on
specific data points or the shape of the graphic (as might be appropriate for a
scientific graph), SIGHT conveys the underlying message (made apparent by the
choice of graph type and the communicative signals entered into the graphic by
the graph’s author) along with propositions that are highlighted by visual fea-
tures. For example, given the bar chart in Fig. 1, SIGHT generates the following
initial summary [8] in about one minute on a modern PC:

Following a moderate rise between the year 1993 and the year 1994, the
graphic shows a decreasing trend in the amount of newark rainfall for
july over the period from the year 1994 to the year 2002. The amount
of newark rainfall for july shows the largest drop of about 1.29 inches
between the year 1999 and the year 2000. With the exception of a few
rises, slight decreases are observed almost every year over the period from
the year 1994 to the year 2002.

Our framework is general enough to accomodate arbitrary image types and other
modalities (e.g., audio, video), however. Incorporating other modalities would
require adding a module capable of mapping the particular modality to its un-
derlying message-level semantic content.

Figure 3: Initial Summary and Follow-up Responses.

are in a contrast relation (shown in bold), which
changes the ranking of these propositions.

4 Evaluation

To determine whether our framework selects ap-
propriate content within the context of an applica-
tion, and to assess the contribution of the discourse
related considerations to the selected content and
their impact on readers’ satisfaction, we conducted
two user studies. In both studies, the partici-
pants were told that the initial summary should
include the most important information about the
graphic and that the remaining pieces of informa-
tion should be conveyed via follow-up responses.
The participants were also told that the informa-
tion in the first response should be more important
than the information in subsequent responses.
Our goal in the first study was to evaluate the

effectiveness of our framework (base-setting) in
determining the content of follow-up responses in
SIGHT. To our knowledge, no one else has gener-

ated high-level descriptions of information graph-
ics, and therefore evaluation using implementa-
tions of existing content selection modules in the
domain of graphics as a baseline is not feasible.
Thus, we evaluated our framework by comparing
the content that it selects for inclusion in a follow-
up response for a particular graphic with the con-
tent chosen by human subjects for the same re-
sponse. Twenty one university students partici-
pated in the first study and each participant was
presented with the same four graphics. For each
graphic, the participants were first presented with
its initial summary and the set of propositions (18
different propositions) that were used to construct
the relation graph in our framework. The partic-
ipants were then asked to select the four propo-
sitions that they thought were most important to
convey in the first follow-up response.
For each graphic, we ranked the propositions

with respect to the number of times that they were
selected by the participants and determined the po-
sition of each proposition selected by our frame-

Fig. 1. Example bar chart processed by SIGHT.

Several modules of the SIGHT system are relevant to our current work. The
image file is first analyzed by SIGHT’s visual extraction module [6], which pro-
duces an XML representation of the information stored in the graphic [16]. For
example, given a bar chart, the XML output contains axis labels, information
about each bar (e.g., position, height, value, color/shading), captions and leg-
ends, etc. We contend that this “raw information” extracted from the graphic
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(the visual level) is not the proper level of understanding upon which to base a
summary of the article. Far more pertinent is the communicative intent of the
graphic as it relates to the overall document (the message level). Thus, SIGHT’s
intention recognition module [15] applies an inference model (including Bayesian
networks) to reason about the communicative signals contained in the graphic
(based on attributes derived from statistical tests, cognitive psychology research
into perceptual task effort, and visual features) to identify the intended message
of a bar chart (e.g., rising trend, rank of an entity). Recent work has extended
this to line graphs [32, 33] and a subclass of grouped bar charts [3].

Once the communicative intent has been identified, the system extracts addi-
tional salient propositions that expand on the graph’s intended message. On the
basis of human subjects experiments, the propositions are marked with varying
levels of importance depending on the intended message and visual features of
the graph. These propositions, along with the intended message, represent the
knowledge conveyed by the graphic and capture the message-level content that
the graph should contribute to the summary of the document. The propositions
capture a variety of concepts, including time span, degree of volatility, excep-
tions in trends, and entity comparisons. The inferred message and extracted
propositions are added to the semantic model, making connections to concepts
previously derived from the text as appropriate. The SIGHT system is already
capable of extracting the most salient propositions from simple bar charts [7],
and current efforts are working to extend this capability to line graphs and
grouped bar charts as well.

3.3 Knowledge Representation

For our knowledge representation system, we use KRISP (“Knowledge Repre-
sentation In SParser”): a system of typed, structured objects organized under
a foundational ontology [22]. The PSRs recognized by Sparser are stored in
KRISP as instantiations of pre-defined categories in a model. As Sparser ob-
tains more and more information about a particular object, the corresponding
entry in the model becomes more complete (i.e., “filled-out” or “saturated”). In
addition, meta-information relating to the concept, such as document structure
(e.g., position in the text) and the use of rhetorical devices (e.g., appearance
in a comparison by means of juxtaposition), is included in the model as well.
Finally, the model stores the original phrasings used in the source document
to express each concept in the form of tree-adjoining grammar (TAG) deriva-
tion trees, which are the underlying syntactic representation for Sparser; these
phrasings are made available for use during the generation phase.

The semantic model of the text built by Sparser is extended to cover the
entire multimodal document by decomposing the intended message and proposi-
tions extracted from the graphics by SIGHT and inserting this information into
the model. Though the graphs often contain material not repeated in the text,
there is usually a high degree of connectedness between concepts presented in
the text and those in the information graphics. This is represented in the model
by instantiating the new objects and relationships introduced by the graphs,
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forging new connections to existing entries, and filling the slots of previously-
observed PSRs as appropriate. In addition, mirroring the document structure
and rhetorical device details associated with the text-based concepts, the propo-
sitions extracted from the graphic are marked with importance values derived
from the human subjects experiments. These ratings are influenced by the in-
tended message and visual characteristics of the graph.

Sample Semantic Model Figure 2 offers a high-level overview of the seman-
tic model built for the Medtronic article mentioned in Sect. 3.1, while Fig. 3
provides a detailed look at a zoomed-in section of the same model. Each node
in Fig. 2 represents an individual concept recognized in the document either by
Sparser or the graph understanding component. The name indicates the concep-
tual category with a number to distinguish between instances. In the interest of
space, individual attributes of model entries have been omitted from this dia-
gram, but are available in Fig. 3. Lines connecting nodes indicate a semantic link
between the corresponding concepts (i.e., one fills an attribute slot of the other).
In addition to entities from the text recognized by Sparser, this diagram also
shows the overall intended message (ChangeTrend1) and informational proposi-
tions (e.g., Volatile1) the SIGHT analyzer extracted from the graphic. This way,
information gathered from text and graphical sources can be integrated at the
semantic level regardless of the format of the source.

Company1

StockPriceChange1

Idiom1

BeatForecast1

EarningsForecast1

EarningsReport1

Group2

Prediction2

MakeAnnouncement1
AmountPerShare1

AmountPerShare2

WhQuestion1
Group3

Comparison3

RevenuePct1

Market2

RevenuePct1 Company3

Comparison1

GrowthSlowed1Market1

MissForecast1SalesForecast1

Comparison2 CounterArgument1

MarketFluctuations1 Protected1

EarningsForecast2

AmountPerShare3

EarningsForecast3

AmountPerShare4

SalesForecast2

SalesForecast3
StockOwnership1Company4

EmployedAt1

EarningsGrowth1

Prediction4

Prediction3

Person2 GainMarketShare1

StockRating2HistoricLow1

Group1

Prediction1

Person1

EmployedAt1

Company2

StockRating1

TargetStockPrice1

AmountPerShare2

StockPriceChange3

StockPriceChange2

LineGraph1
Volatile1

ChangeTrend1
AmountPerShare5

AmountPerShare6

AmountPerShare7

Fig. 2. High-level (low-detail) representation of semantic model for Medtronic article.

Figure 3 zooms into a portion of the model to show more detail for individual
concepts. The top section of each box contains the category name and instance
number, the middle section shows various attributes with their values (if any),
and the bottom section lists the original phrasings expressing these concepts
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P1S4: "a 12-month
    target of 62"

Person: <Person 1>
Company: <Company 1>
Price: $62.00
Horizon: #12_months

TargetStockPrice1

P1S1: "medical device
    giant Medtronic"
P1S5: "Medtronic"

Name: "Medtronic"
Stock: "MDT"
Industry: (#pacemakers,
    #defibrillators,
    #medical devices)

Company1

P1S4: "Investment firm
    Harris Nesbitt's
    Joanne Wuensch"
P1S7: "Wuensch"

FirstName: "Joanne"
LastName: "Wuensch"

Person1

Fig. 3. Low-level detail of model showing concepts used in Sect. 4 sample output.

(formally stored as a synchronous TAG). Attribute values in angle brackets (<>)
are references to other concepts. Hash marks (#) denote a symbol that has not
been fully instantiated as a concept in the current model.

Encapsulating Document Structure The model also tracks various details
regarding document structure. Each recorded expression is marked with a sen-
tence tag (e.g., “P1S4” stands for “paragraph 1, sentence 4” as seen in Fig.
3), indicating exactly where each concept appeared in the text. This allows the
content rating metrics to take into account the location of a referent, whether
mentioned in the title or buried in the middle of a paragraph, when determining
salience. Information obtained from graphical sources receives a similar treat-
ment: entries are marked with importance values derived from our analysis of
the corresponding propositions (e.g., due to their rating in our human subjects
experiments). As such, the fact that a particular concept is featured prominently
in an information graphic is considered during content rating. Certain rhetori-
cal devices that highlight a concept’s significance are accounted for as well and
represented as distinct entries in the semantic model (e.g., Comparison2 and Id-
iom1 in Fig. 2). We can accomodate documents of any length, limited only by the
storage and processing capacities of the computing environment. Dealing with
longer documents is not necessarily more difficult than shorter ones. Articles
with a high degree of focus on a central theme tend to result in elaborating and
extending existing concepts, rather than introducing new ones. As a result, the
corresponding semantic model can increase in detail (“saturation level”) more
so than in size. Additionally, the model can be adapted to accomodate informa-
tion from multiple documents by inserting and connecting new concepts while
tracking their source, thus facilitating multi-document summarization.

Enhancing Expressibility Although they are represented in Fig. 3 as strings,
the original expressions used to realize the PSRs recognized by Sparser are
stored in the semantic model as parameterized synchronous TAG derivation
trees. These trees are used as the “raw material” for realizing the corresponding
referents and relationships in text during the generation phase [24]. The set of
observed expressions is augmented by a large set of built-in constructions used
to realize common semantic relationships such as “is-a” and “has-a,” as well
as constructions for the types of messages and propositions the SIGHT system
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extracts from the graphics. This enables the generation of novel sentences to
build an abstractive summary of the extracted information, albeit with some
reused and “canned” expressions. Nearly 80% of human-authored summaries
are produced using a cut-and-paste method of re-combining original sentences
in new ways [18]. Thus, we view our approach as a roughly analogous process at
the surface level (except we actually encode the underlying semantic representa-
tion), “cutting” semantically-relevant phrases and “pasting” them together with
generalized constructions to generate abstract summaries.

3.4 Rating Content

Once the document analysis phase is finished and the semantic model is com-
plete, the model is then analyzed to discover which pieces of information con-
veyed in the document are most salient. Intuitively, the entries in the model that
contain the most important information, and which are highly connected to other
important entries, are the ones that ought to be included in the summary. Sev-
eral factors5 are used to determine the importance of information extracted from
the document and stored in the semantic model:

1. Completeness of attributes: the percentage of filled-in slots for the PSR (i.e.,
“saturation level”), and the importance of the entries filling these slots (a
recursive value)

2. Number of connections/relationships with other PSRs, and the importance
of those entries (a recursive value)

3. Number of expressions realizing the referent in the document text (similar
to frequency)

4. Salience based on document structure, rhetorical structure, and importance
as assessed by the graph summarization algorithm

3.5 Content Selection

Scoring the model based on these factors produces a set of weights for each entry.
These weights are passed along to the graph-based content selection framework
developed for the SIGHT system [8], which iteratively selects concepts to be
conveyed in the summary according to apriori importance, related and redundant
information, and discourse history. Using this approach, we are able to include
concept completeness, prevalence, and discourse structure captured by the model
weighting, as well as incorporate relationship-based centrality assessment.

3.6 Surface Generation

Once the most salient entries in the semantic model have been selected for in-
clusion in the summary, the surface generation process begins. The previous
5 Factors 1, 2, and 3 are similar to the dominant slot fillers, connectivity patterns, and

frequency criteria proposed by Reimer & Hahn [29].
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version of SIGHT [7], which generated descriptions of bar charts only, relied on
FUF/SURGE [13] to realize the summaries of graphs in natural language. A large
set of templates were used to combine and realize various predicates describing
bar charts. However, in order to produce the wider range of constructions nec-
essary to accomodate the article text, and to take advantage of the variety of
expressions observed by Sparser and accumulated in the model, the implemen-
tation currently in development uses a modern version of Mumble-86 [25] to
handle surface realization. For the concepts in the model chosen for inclusion
in the summary, we consult the collection of expressions described in Sect. 3.3
and choose from amongst the available options those having the best “fit” (i.e.,
compatible via substitution or adjunction of TAG trees) enabling these units to
be assembled into sentences that are syntactically and semantically valid.

4 Implementation Status

This project is a work in progress and has thus far focused on building the seman-
tic model from text and information graphics. The semantic grammar for Sparser
that we have extended is presently capable of producing a nearly-complete parse
for several texts in the business news domain (such as the Medtronic article). The
SIGHT system is capable of full processing of many simple bar charts (see [10] for
limitations), and can identify the intended message in line graphs and grouped
bar charts. We are currently working on rating the importance of informational
propositions extracted from line graphs, and decomposing these propositions for
incorporation into the semantic model. The content rating system remains to
be fully implemented and fused with the existing graph-based content selection
framework. Finally, a prototype has been developed to use the expressions ob-
served by Sparser for the realization of novel sentences [24], but this component
still needs to be integrated with the content rating and selection module. Based
on the model built from the Medtronic article, if the resources to be selected by
the not-yet-operational content planner are instead chosen by hand, the surface
realization component produces the following one-sentence summary:

Wuensch expects a 12-month target of 62 for medical device giant Medtronic.

Company1 (“Medtronic”) and Person1 (“Joanne Wuensch,” a stock analyst) are
the two most prominent concepts in the model (Fig. 2). However, there are no
direct links between these concepts, meaning none of the collected phrasings can
express them both at the same time. Instead, by using the phrasing provided by
a third concept, TargetStockPrice1, we are able to combine all three concepts
(via substitution and adjunction operations on the underlying TAG trees), to-
gether with a “built-in” realization inherited by the TargetStockPrice category
(a subtype of Expectation – not shown in the figure), into the final surface form.

5 Evaluation

Final system evaluation will not be possible until the implementation (in progress)
is capable of automatically producing surface output. Summaries generated by
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our system will be compared to those of human authors and others created by
extractive methods. We will use preference-strength judgment experiments [1] in
order to test multiple dimensions of preference (e.g., clarity, completeness). We
will also evaluate summaries generated both with and without considering the
graphical content, in order to assess the benefits of integrating the contributions
of the non-text modalities in the representation of the multimodal document.

6 Future Work

Sparser and KRISP currently require substantial manual effort to build the lin-
guistic and knowledge resources necessary to adapt the system to new domains.
Individual grammar rules and ontology definitions must be hand-written by an
expert and checked against a corpus of domain texts. Presently, Sparser has
decent coverage in the business domain and a few others, but the difficulty of
increasing the coverage for broader applications affects scalability. For the im-
plementation currently in development, we are manually extending an existing
Sparser grammar on an as-needed basis. While it is relatively trivial to adapt
to small changes in an existing domain, adapting to radically-different domains
requires a significant amount of resources to be built from the ground-up. In
order to automatically adapt the system to new and diverse domains, large-scale
learning of additional grammar rules and ontology definitions will be necessary.
Promising developments in learning syntactic patterns and ontological relations,
as well as machine reading, inspire us to investigate the possibility that these re-
sources may be induced automatically. For example, the Never-Ending Language
Learning (NELL) project [5] extracts information from the web in order to ex-
tend a structured knowledge base. Similar techniques might be able to build the
resources used by our system via automatic domain modeling, with the free-text
patterns learned by NELL forming the basis of new Sparser grammar rules.

7 Conclusion

Our approach to automatic summarization of multimodal documents relies on
a semantic understanding of text and graphics to construct a unified concep-
tual model that serves as the basis of generating an abstractive summary. By
integrating the knowledge obtained from the graphic with the knowledge ob-
tained from the text at the semantic level, we are able to produce an abstract
that treats the entire multimodal document as a single, cohesive message, rather
than an assortment of disconnected utterances. This method will generate sum-
maries that are more human-like in nature, while not suffering from coherence
and other readability issues related to traditional extractive techniques.

References

1. Belz, A., Kow, E.: Comparing rating scales and preference judgements in language
evaluation. In: Proceedings of the 6th International Natural Language Generation
Conference. pp. 7–16. INLG 2010, ACL, Trim, Ireland (July 2010)

38



2. Bhatia, S., Lahiri, S., Mitra, P.: Generating synopses for document-element search.
In: Proceeding of the 18th ACM Conference on Information and Knowledge Man-
agement. pp. 2003–2006. CIKM ’09, ACM, Hong Kong (November 2009)

3. Burns, R., Carberry, S., Elzer, S.: Visual and spatial factors in a bayesian reasoning
framework for the recognition of intended messages in grouped bar charts. In:
Proceedings of the AAAI Workshop on Visual Representations and Reasoning. pp.
6–13. AAAI, Atlanta (July 2010)

4. Carberry, S., Elzer, S., Demir, S.: Information graphics: an untapped resource for
digital libraries. In: Proceedings of the 29th Annual International ACM SIGIR
Conference on Research and Development in Information Retrieval. pp. 581–588.
ACM, Seattle (August 2006)

5. Carlson, A., Betteridge, J., Kisiel, B., Settles, B., Jr., E.R.H., Mitchell, T.M.:
Toward an architecture for never-ending language learning. In: Proc. of the 24th
Conference on Artificial Intelligence. pp. 1306–1313. AAAI, Atlanta (July 2010)

6. Chester, D., Elzer, S.: Getting computers to see information graphics so users do
not have to. In: Proceedings of the 15th International Symposium on Methodologies
for Intelligent Systems, Lecture Notes in Artificial Intelligence 3488. pp. 660–668.
ISMIS 2005, Springer-Verlag, Saratoga Springs, NY (June 2005)

7. Demir, S., Carberry, S., McCoy, K.F.: Generating textual summaries of bar charts.
In: Proceedings of the 5th International Natural Language Generation Conference.
pp. 7–15. INLG 2008, ACL, Salt Fork, Ohio (2008)

8. Demir, S., Carberry, S., McCoy, K.F.: A discourse-aware graph-based content-
selection framework. In: Proceedings of the 6th International Natural Language
Generation Conference. pp. 17–26. INLG 2010, ACL, Trim, Ireland (July 2010)

9. Demir, S., Oliver, D., Schwartz, E., Elzer, S., Carberry, S., McCoy, K.F.: Interactive
SIGHT into information graphics. In: Proc. of the 2010 Int’l Cross Disciplinary
Conference on Web Accessibility. pp. 16:1–16:10. ACM, Raleigh, NC (April 2010)

10. Demir, S., Oliver, D., Schwartz, E., Elzer, S., Carberry, S., McCoy, K.F., Chester,
D.: Interactive SIGHT: textual access to simple bar charts. The New Review of
Hypermedia and Multimedia 16(3), 245–279 (2010)

11. Demner-Fushman, D., Antani, S., Simpson, M., Thoma, G.R.: Annotation and
retrieval of clinically relevant images. International Journal of Medical Informatics
78(12), 59–67 (2009)

12. Dumontier, M., Ferres, L., Villanueva-Rosales, N.: Modeling and querying graphi-
cal representations of statistical data. Web Semantics: Science, Services and Agents
on the World Wide Web 8(2-3), 241 – 254 (2010)

13. Elhadad, M., Robin, J.: An overview of SURGE: a re-usable comprehensive syntac-
tic realization component. In: Proceedings of the 8th International Natural Lan-
guage Generation Workshop (Posters & Demos). ACL, Sussex, UK (June 1996)

14. Elzer, S., Carberry, S., Chester, D., Demir, S., Green, N., Zukerman, I., Trnka, K.:
Exploring and exploiting the limited utility of captions in recognizing intention in
information graphics. In: Proceedings of the 43rd Annual Meeting of the Assn. for
Computational Linguistics. pp. 223–230. ACL, Ann Arbor (June 2005)

15. Elzer, S., Carberry, S., Zukerman, I.: The automated understanding of simple bar
charts. Artificial Intelligence 175, 526–555 (February 2011)

16. Elzer, S., Schwartz, E., Carberry, S., Chester, D., Demir, S., Wu, P.: Bar charts in
popular media: Conveying their message to visually impaired users via speech. In:
Ras, Z., Tsay, L.S. (eds.) Advances in Intelligent Information Systems, Studies in
Computational Intelligence, vol. 265, pp. 275–298. Springer (2010)

39



17. Fiszman, M., Rindflesch, T.C., Kilicoglu, H.: Abstraction summarization for man-
aging the biomedical research literature. In: Proceedings of the HLT-NAACL Work-
shop on Computational Lexical Semantics. pp. 76–83. ACL, Boston (May 2004)

18. Jing, H., McKeown, K.R.: The decomposition of human-written summary sen-
tences. In: Proc. of the 22nd Annual Int’l ACM SIGIR Conf. on Research and
Development in Information Retrieval. pp. 129–136. ACM, Berkeley (August 1999)

19. Kupiec, J., Pedersen, J., Chen, F.: A trainable document summarizer. In: Proceed-
ings of the 18th Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval. pp. 68–73. ACM, Seattle (July 1995)

20. Lin, C.Y.: Training a selection function for extraction. In: Proceedings of the 8th
International Conference on Information and Knowledge Management. pp. 55–62.
CIKM ’99, ACM, Kansas City (November 1999)

21. McDonald, D.D.: An efficient chart-based algorithm for partial-parsing of unre-
stricted texts. In: Proceedings of the 3rd Conference on Applied Natural Language
Processing. pp. 193–200. ACL, Trento (March 1992)

22. McDonald, D.D.: Issues in the representation of real texts: the design of KRISP. In:
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Abstract. Connexor Machinese Semantics is one of the most elaborate 
tools for providing semantic information about a sentence.  It has been 
hypothesized that semantic analysis of sentences is required in order to 
make significant improvements in automatic summarization.  In this 
work, we look at what shallow semantic features are available that 
might help to improve the responsiveness of a summary.  While this 
approach is not likely to perform as well as full semantic analysis, it is 
considerably easier to achieve and could provide an important stepping 
stone in the direction of deeper semantic analysis.   

Keywords: Shallow Semantics, Connexor Machinese Semantics, Extractive 
Summarization 

1   Introduction 

The increasing amount of written information which is now available makes it 
considerably more difficult to find relevant information in an efficient manner.  For 
this reason, it has become necessary to utilize a variety of language tools for searching 
for documents.  While search engines can retrieve entire documents, which may 
contain relevant sections, they are generally less effective at finding the specific 
portions of documents which contain the relevant facts and other information required 
by the user.  

Ideally, the user would have available tools which can retrieve only the 
information relevant to their topic and condense it into a readable form which is also 
limited in length so that it can be read quickly. This problem, creating a topic-oriented 
summary, is a difficult natural language processing task.  The problem becomes even 
more difficult as the set of source documents grows. 

41



1.1   Hypothesis/Goal 

The goal of this work is to use semantic information to improve responsiveness in 
automatic multi-document text summarization while keeping other evaluation metrics 
at approximately the same levels as they have for a system that does not utilize 
semantic information.  

We hypothesize that using some shallow semantic information can improve 
responsiveness of extractive summaries.  This will be done by producing features 
using a semantic parser/analyzer.  Such features can then be added to any extractive 
summarization system which uses feature vector architecture.  For this work we will 
use Connexor Machinese Semantics [1], a semantic analysis tool, which provides an 
extensive amount of information about sentences.   

Once features have been chosen, we will perform a frequency analysis on the 
document set, the model summaries and the peer summaries from the 2005 DUC 
competition (DUC 2005).  This frequency analysis will count the number of 
occurrences of particular features in an attempt to determine if certain features are 
more likely to appear within summaries.  Using this information a final collection of 
features will be chosen. 

Finally, a series of experiments will be conducted in an attempt to utilize these 
features to improve the responsiveness in topic-oriented multi-document automatic 
text summarization.  Our summaries will be 250 words in length with content 
extracted from document sets of 30-50 documents each.  This is identical to the 
summarization task at DUC 2005 and several subsequent conferences.  

1.2   Measures used for Tuning and Evaluation 

There are three main evaluation methods:  Pyramid evaluation, ROUGE and 
manual evaluation. 

Pyramid Evaluation is a form of manual evaluation of summaries [2].  It looks only 
at the content of summaries and not at such phenomena as grammaticality, or style.  It 
is based on comparing the content of the summary with the content of a set of human-
written gold standard model summaries.   

Summary content units (SCU) are small phrases or snippets found within sentences 
which are relevant to the topic or question which the summary is based on.  These 
units are created manually from the facts and ideas that appear in human-written 
model summaries for the topic.  The SCUs can then be manually matched with facts 
and ideas expressed in automated summaries, producing a score.  While the initial 
completion of SCU evaluation for a topic is completely manual, it has been shown 
that it is largely possible to reverse-engineer the pyramid evaluation to associate 
SCUs and their weights with sentences in the source documents. A reverse-
engineered summary content unit (SCU) corpus has been created for this task thus 
allowing extractive summarization systems to be trained and tweaked to a pyramid 
score without the need for human labour [3]. 

ROUGE, Recall-Oriented Understudy for Gisting Evaluation [4]. is another 
alternative for automatic evaluation of summaries.  It uses several statistical measures 
to compare a summary with a manually produced model summary.  The ROUGE 
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system is based on a study showing that its scores correlate well with summaries that 
score well in human evaluation making it unsuitable to use for tuning a system. 
Sjöbergh [5] demonstrates summaries that would produce high ROUGE scores that 
would not be considered good summaries by a human reader.  This is a general 
limitation of any automatic statistical evaluation method.  Nonetheless, we can use it 
to evaluate a system tuned by some other means.  

Manual evaluation involves a judge or team of judges reading each topic and 
summary and applying some form of score to a variety of aspects of the summary.   
We utilize a similar scheme as past DUC competitions.  The five measures of 
linguistic quality were grammaticality, non-redundancy, referential clarity, focus, and 
structure and coherence.  Responsiveness measured the information the summary 
presented.  Manual evaluation is not suitable for tuning since it is labour intensive. 

2   Experimental Methodology 

A goal of this work is to explore the use of the Connexor semantic parser/analyzer [1] 
to improve responsiveness in topic-driven multi-document text summarization. A 
notable source of datasets for text summarization is the Document Understanding 
Conference’s topic-driven multi-document summarization task.  For the 2005 and 
2006 edition of the conference, extensive submission and evaluation data was 
available.   In this work, the 2005 data was used for tuning and optimizing the new 
summaries produced by my system while the 2006 will be used exclusively for 
evaluation. The reverse engineered SCU data file was used to count the total SCU 
weight within a summary and tune the system. The summarization system described 
here was manually tuned. 

2.1   Choosing Features and Attributes  

With the wide variety of features made available by the semantic analyzer, the next 
requirement is to determine which features would be useful to automatic 
summarization and how these features could be used.  We first consider what features 
might help chose which sentences to select for inclusion in a summary.  Next, we 
conduct a frequency analysis using 2005 DUC data.  The purpose of this analysis is to 
determine if a feature is present disproportionately in summaries created manually 
compared with automatic summaries and the source document set.  In particular, we 
are looking for certain types of attributes appearing more frequently in model 
summaries than in machine generated summaries.  With this information, we define a 
weight (shown in the last column) for combining the feature with lexical matching. 

 
Verb Form. There is a feature in the Connexor Machinese Semantics for the tense of 
all words tagged as a verb which classifies them as belonging to one of 25 categories. 
Each of these categories is explained using four hypercategories: past, future, perfect, 
and progressive.  The hypercategories were used to develop features useful for 
summarization due to the amount of data available.   

43



In the hand written model summaries, there is a noticeably lower proportion of 
sentences in the future tense. Most topic statements ask for a report on something that 
has already occurred or for information on the developments in some situation.  All of 
these cases favor information from the past.  Due to the structure of verb forms four 
binary features where created which could be applied to ranking formulas in a variety 
of ways. 
Grammatical Case.  The parser identifies three grammatical cases for nouns and 
pronouns.  They are nominative, accusative and genitive.  These terms are briefly 
described by [6]. A noun is often tagged as nominative when it is the subject of a 
sentence.  The accusative nouns usually appear when a noun is the direct object.  The 
genitive case generally appears when the noun or pronoun is showing possession. 

An examination of the frequencies of occurrence with the 2005 DUC data reveals 
the parser did not mark any words as accusative.  Within the nominative and genitive 
classes, the peer summaries selected words at essentially the same frequencies of 
occurrence as in the document set.  The model summaries did slightly favour 
nominative forms rather then genitive.  

Table 1.  Frequency analysis of Grammatical Case 

Document Set Peer Summaries Model Summaries Weight Grammatical 
Case 

Word 
Count 

Percent Word 
Count 

Percent Word 
Count 

Percent  

Nominative 306002 97.27% 118668 95.29% 26546 98.11% +1 

Accusative 0 0% 0 0% 0 0% 0 

Genitive 8593 2.73% 3194 
 

2.62% 511 1.89% -1 

 
Person. For the person attribute, we look only at the main verb of a candidate 
sentence.  This avoids possible conflicts with verbs in sub-clauses.  There are some 
noticeable differences in frequency of occurrence within the 2005 DUC document set.   

Table 2.  Frequency analysis of Person in Main verbs Across Document Sets  

Document Set Peer Summaries Model Summaries Weight Person 

Count Percent Count Percent Count Percent  

First 1432 4.4% 132 1.3% 5 0.2% +2 

Second 290 0.9% 88 0.9% 16 0.5% -5 

Third 30599 94.7% 9861 
 

97.8% 3095 99.3% +4 

 
In all cases, verbs in the 3rd person form are most prominent.  Given that the data 

source was news articles, this makes intuitive sense.  In most news articles, first and 
second person are only used in direct quotes or opinion articles.  These types of 
sentences could be bad for a summary.  Sentences in the first person would be a 
disaster if it is not clear who the speaker is. Likewise, a sentence written in the second 
person could cause considerable problems since it is not known who the addressee is.  

44



It is notable that within the model summaries very few first and second person 
sentences are used.  This feature will consequently give a slight boost to sentences 
where the main verb is in the 3rd person, and slightly penalize those where it is not. 

 
Grammatical Degree. The semantic parser marks grammatical degree for adjectives, 
adverbs, determiners and pronouns.  There are three possible classes identified: 
absolute, comparative and superlative.   

Across the DUC 2005 document set, most words were tagged with this attribute 
were classified as having the absolute degree. The frequencies of words tagged to 
each class within the peer and model summaries fall along fairly similar lines as 
frequencies of words tagged to each class in the document set.  The model summaries 
had a slightly higher proportion of absolute degree words and a somewhat lower 
proportion of superlative degree words. 

This makes some intuitive sense because a superlative specifies some sort of 
extreme or outlier. This may not be desirable in a summary since, in the limited space 
of a summary, it is usually advantageous to talk about a regular case rather than 
extreme cases which could simply be exceptions. 

Table 3.  Frequency analysis of Grammatical Degree 

Document Set Peer Summaries Model Summaries Weight Grammatical 
Degree 

Count Percent Count Percent Count Percent  

Absolute 72281 95.54% 26303 95.29 % 6191 96.25 % +2 

Comparative 1892 2.50% 609 2.21% 154 2.39% +1 

Subjunctive 1479 1.96% 692 
 

2.51% 87 1.35% -1 

 
Grammatical Mood. Four grammatical moods are identified by the semantic parser: 
indicative, subjunctive, conditional, and imperative.  

Table 4.  Frequency analysis of Grammical Mood 

Document Set Peer Summaries Model Summaries Weight Grammical 
Mood 

Count Percent Count Percent Count Percent  

Conditional 809 1.98% 260 2.16% 38 1.01% +1 

Imperative 339 0.83% 97 0.81% 18 0.48% -2 

Indicative 39446 96.61% 11600 96.55% 3685 98.32% +3 

Subjunctive 238 .58% 57 
 

0.47 7 0.19% +1 

 
The 2005 peers selected sentences with approximately the same frequency of 

moods as occurred in the source document set.  The model summaries marginally 
favoured sentences with indicative verbs forms. There was a considerable drop in the 
frequencies of all other moods. In terms of how these terms might apply to a 
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summary, it is very hard to imagine many situations where imperatives, which usually 
provide commands or orders, would be useful in a summary.   

 
Sentence Type. Machinese Semantics uses four classes for sentence type: 
interrogative, declarative, imperative, and exclamative.  Across the set of 2005 
documents the parser did not identify any sentences as exclamative or imperative.  
The sentences in the document set and consequently the summaries were mostly 
declarative sentences with very few interrogative sentences appearing in the human 
written summaries.  Interrogative sentences are all in the form of questions; therefore 
it is not surprising that few appear in the summaries.  The likely reason for this is that 
the role of the summaries is to provide information or answer some form of direct or 
indirect question.  In many cases, more questions do not provide this type of 
information.   

Table 5.  Frequency analysis of Sentence Types 

Document Set Peer Summaries Model Summaries Weight Sentence Type 

Count Percent Count Percent Count Percent  

Declarative 42596 99.24% 12780 99.34% 3793 99.71% +1 

Exclamative 0 0% 0 0% 0 0% -2 

Imperative 0 0% 0 0% 0 0% -2 

Interrogative 328 .76% 85 
 

0.66% 11 0.29% -2 

 
Sentence Function. There are eight classes for sentence type defined by the parser-
analyzer.  They are statements, commands/directives, exclamations, reporting clauses, 
tag questions, tone questions, wh-questions, and option questions.  

Table 6.  Frequency analysis of Sentence Functions 

Document Set Peer Summaries Model Summaries Weight Sentence Type 

Count Percent Count Percent Count Percent  

Tag Question 0 0% 0 0% 0 0% -2 

Tone Question 11 0.03% 2 0.02% 0 0% -2 

Wh Question 284 0.77% 61 0.54% 14 0.38% -2 

Op Question 71 0.19% 16 0.14% 3 0.08% -2 

Statement 36324 98.65% 11088 99.02% 3671 99.32% +2 

Command 132 0.36% 31 0.28% 8 0.22% -2 

Exclamation 0 0% 0 0% 0 0% -2 

Reporting 
Clause 

0 0% 0 
 

0% 0 0% -2 

 
In the frequencies of occurrence in the 2005 data, the question functions do not 

appear very often in the model summaries relative to the number of times they appear 
in the document set as well as peer summaries.  This is intuitive since it unlikely that 
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sentences asking questions will provide much information for a summary.  Most 
identified sentence functions were statement.  There was also a marginally larger 
proportion of these used in both the model and peer summaries compared to the 
document set.  Similarly, commands are also less likely to work well in a summary.  
Command sentences are more useful in giving orders and are harder to conceive as a 
means of providing information.  

 
Location Correction. A problem with lexical matching is that words that refer to 
parts of the same thing do not match directly.  It is possible, in these situations, to 
utilize lexical resource such as Wordnet [7] or Roget’s Thesaurus [8] to allow such 
words to match indirectly.  The difficulty with such a process is that, applied broadly 
across a large set of words, it can essentially create too much matching.  A summary 
is limited in size thus adding all synonyms and hyponyms to the matching will simply 
return a huge set of sentences that can not appear in the summary.  It is necessary to 
be selective expanding lexical matching. 

The Connexor semantic analyzer is able to identify location names within 
sentences.  Locations exhibit a hierarchical property, where places are subsets of 
larger places.  For example, the city of Paris is inside France.  The result of this is that 
a topic asking for information or examples within France will not be able to achieve a 
lexical match with a sentence containing only the word Paris. The semantic analyzer 
can however identify both Paris and France as locations.  We are then able to utilize 
the Wordnet hierarchy to match these locations together.   

 
Nationality Correction. The nationality correction is very similar to the location 
correction.  An example of a problem that it solves is one where a topic asks for 
examples of something from within a country, using the nationality rather than the 
country name. For example: “Discuss examples of Canadian hydro-electric projects.” 

In such a case the word Canada does not produce a match.  As well, subset places 
such as province names or city names also do not help.  Here it is necessary to first 
convert the nationality to its respective country name and then compare the result with 
subset place names.  A difference between this process and the one used to compare 
locations is that nationalities in both the topic statements and the content sentences 
must be converted.  The conversion between a nationality and a country name are 
found within Wordnet using holonym relations (member-of relations).  This process, 
like the one for location comparison has the advantage of producing no side-effects in 
situations where no nationalities are present or the system has failed to match a 
nationality. 

 
Main Clause. The Connexor semantic parser produces a parse tree which is heavily 
tagged with information.  At the root of the parse tree for a complete parse is the main 
clause starting with the main verb.  In cases of an incomplete parse, a forest is created 
rather than a single parse tree.  There are two sub-cases for incomplete parses.  Some 
incomplete parses will have a main parse tree containing a main clause; however, 
there are one or more pieces of the sentence which could not be added to the main 
tree.   

The main clause feature is designed to filter out sentences based on how well 
formed their parse tree is.  The value of this binary feature depends on whether a main 
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verb was found for a candidate sentence.  The general idea is that many sentences 
which do not parse well may not be good sentences anyway so they can be excluded. 

 
Features from Previous Work. In a previous work [3], and [9], there are a number 
of useful features: number of characters in the sentence, number of words in the 
sentence, number of the paragraph in which the sentence appears, sentence sequence 
number in the paragraph, number of discourse connectives [10] in the sentence, 
number of words in the sentence indicative of causality, number of proper nouns in 
the sentence, number of content words in the sentence, number of content bigrams, 
number of punctuation marks in the sentence, and total number of pronouns in the 
sentence.  We will make use of these features as well. 

We also add many of the basic features common in many summarization systems 
including: the number of words, number of characters, paragraph number and 
sequence in paragraph to the feature set.  Similar features have been used in 
summarization systems dating back as far as 1969 [11]. 

3   Creating Summaries  

The features created from the semantic analyzer output do not combine well using 
automated mechanisms.  A reason for this is that automatic mechanisms for 
combining features typically use linear or polynomial equations.  Breaking away from 
automatic methods allows for far broader array of methods including filter certain 
sentences out based on certain features.  The disadvantage to using manual tuning is 
that it becomes impossible to prove an optimal method for combining features.  If an 
optimal combination of features was found it is doubtfully that such a combination 
would be optimal on a much larger sample of training data. Manual tuning was none 
the less used because of the limited amount of training data available.   

Table 7.  Final List of Features Used for Heuristics 

Letter Feature Letter Feature 

A Lemmatized Lexical Match K Verb Form - Perfect 
B Location Correction L Verb Form - Progressive 
C Nationality Correction M Person  
D Sentence Function N Grammatical Mood 
E Sentence Type O Grammatical Case 
F Sentence Too Long P Grammatical Degree 
G Sentence Too Short Q Total Characters 
H Has Main Clause R Total Words 
I Verb Form – Past Tense S Paragraph Number 
J Verb Form – Future Tense T Position in Paragraph 

 
The simplest formula is to use is the basic lemmatized lexical match feature 

excluding words appearing on a common list of stop words. This single feature 
formula also served as a baseline by which to compare other results to.  For the 2005 
data this produced a total SCU count across all document sets of 107. For the 2006 
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data the total SCU count was 117 and the normalized value (mean-modified SCU 
score) was about 0.1738. This alone outperforms a large number of systems submitted 
at DUC.  We then added features to this formula based on their weight values listed in 
the tables in the previous section. 

In combining features and attributes we had the most success with attributes A-H 
as well as M and S.  Our second best combination made use of attributes A-K as well 
as M and N.  It found that while these features all help individually, they often do not 
improve summaries in combination with each other.  This is likely partly due to the 
limitations of extractive summarization. 

4   Summary Evaluation Results 

4.1   Manual Evaluation Results  

A manual evaluation was performed on a limited amount of data.  It permits an 
accurate evaluation of how good the system is.  It also provides the only opportunity 
to evaluate the linguistic quality of systems.  While no direct attempt was made in this 
work to improve linguistic quality directly, it is still important to evaluate it to ensure 
that we have not built a system which performs well on responsiveness measures, but 
is impractical to use due to major problems with readability.  For all manual 
evaluations, the volunteers re-evaluated the DUC submission 23.  This submission 
came from Peking University and the IBM China Research [12].  This was the top 
scoring system in the mean-modified SCU score evaluation.   The limited quantity of 
data is that it is impossible to calculate statistical significance in any useful way 
because the confidence intervals become too wide.  Consequently we can only 
compare the average scores.   We define the evaluation metrics similar to those at 
DUC 2006 and 2006. 

Table 8.  Manual Evaluation Results  

System Respons-
iveness 

Grammat- 
icality 

Non- 
Redun-
dancy 

Referential 
Clarity 

Focus Structure  
and 
Coherence 

DUC 2006  
System 23 

3.375 3.917 3.729 3.770 3.167 2.875 

Baseline  
Lemmatized  
Lexical Match 

3.292 3.333 3.333 3.521 3.000 2.563 

New Features  
in Best  
Combination 

3.042 3.833 3.354 
 

3.333 2.917 2.500 

 
In most manual evaluation measures, the best combination of the new features 

performed between the baseline Lemmatized Lexical Match and DUC 2006 
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submission 23.  In the case of responsiveness and referential clarity, the best 
combination of features scored slightly below the baseline measure.  A noticeable 
observation is that the scores for the simple baseline system were very comparable to, 
and often exceeded, the scores for many of the submissions at DUC.  In terms of the 
responsiveness measure, which the system was designed to improve, all three systems 
do appear near the top of the rank order list from DUC 2006. 

4.2   Automatic Evaluation Results  

Summary Content Units. The system built using the semantic information was not 
the top-performing system, in terms of mean modified SCU score. The 95% 
confidence interval for the system with semantic information did however contain the 
mean modified SCU score for the top-performing system at the 2006 DUC challenge.  
The lack of a statisically significant difference between the systems was most likely 
due to the lack of data rather than properties of the systems themselves.  Many of the 
differences between in the systems at DUC were very minimal.  Even between the 
best and worst performing systems differences were not large, although they were 
statistically significant.  See table 9 for results. 

 
Table 9.  Mean-Modified SCU Scores for DUC 2006 Data 

System Mean Modified 
SCU Score 

Standard 
Deviation 

95% C.I.  
Lower 

95% C.I. 
Upper 

DUC 2006 System 23 
(23) 

0.242 0.117 0.212 0.273 

New Features – Best 
Combination (bc) 

0.211 0.141 0.137 0.250 

Baseline Lemmatized 
Lexical Match (lm) 

0.174 0.122 0.137 0.211 

DUC 2006 System 33 
(33) 

0.182 0.092 0.155 0.210 

 
ROUGE.  

Table 10.  ROUGE-2 Scores for DUC 2006 Data 

System Mean Modified 
SCU Score 

95% C.I.  
Lower 

95% C.I. 
Upper 

DUC 2006 System 23 
(23) 

0.093 0.079 0.107 

New Features – Best 
Combination (bc) 

0.076 0.064 0.088 

Baseline Lemmatized 
Lexical Match (lm) 

0.071 0.060 0.083 

 
In the ROUGE evaluation, the system which used the features generated from the 

semantic parser performed better than the baseline system which used lexical 
matching.  The systems with and without semantic information were within the 
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statistical confidence intervals of each other.  When comparing summaries generated 
by DUC participants, the system with semantic features ranked in the middle of the 
list and scored higher than our baseline lexical match system.  One possible reason the 
system did not perform as strongly on the ROUGE measures was that it was not 
trained using ROUGE.  Some systems at DUC have used ROUGE as a training 
measure.  See table 10 for results. 

5   Conclusions 

Within previous work on automatic text summarization, a number of different 
approaches have been attempted.  These approaches have produced varying results.    
However, in all cases, these approaches fell short of the results produced when 
humans manually undertake the task of text summarization.  This tends to imply that 
there is, in general, considerable room to improve automatic summaries.  It may, 
however, require very advanced methods to realize these improvements. These 
advanced methods may not be easy or even feasible to develop.  It is therefore 
preferable to look for improvements by adding to existing methods and mechanisms.  
In this work we added a number of features based on semantic information to 
standard summarization process. 

In general, a summarization system will perform best on the evaluation metric it 
was tuned to.  This includes both manual and automatic tuning.  For this work, the 
system was tuned using summary content units (SCUs).  Consequently, the system 
achieved its best score relative to the performance of other systems when this 
evaluation metric was used.  In order to complete an evaluation which is both honest 
and complete, a number of additional evaluations were performed.  In these 
evaluations, the performance varied, but in general, the performance was not as good 
as it was in the SCU evaluation. 

The addition of some shallow semantic features to query-based summarization 
systems did not produce dramatic results, but did produce some incite into the types 
of sentences appearing in summaries. Given the vast amount of information available 
from a semantic parse, there is significant potential for this type of information to 
improve query-based multi-document summarization. 

The use of the semantic analyzer did not improve responsiveness beyond the level 
of other high performing methods.  There has, however, been a demonstration that the 
types of features made available by the semantic analyzer could continue to improve 
summaries if the methods of producing optimal feature sets and methods of 
combining features could be determined.  

6   Future Work 

Connexor Machinese Semantics produces a very large number of features, structures 
and other information useful to summarization and natural language processing.  This 
work found uses and extraction processes for a limited number of them.  
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Consequently there exists an extensive possibility for the creation of new features, 
particularly those that dig deeper into the tree-structure. 

To assist research on query-based multi-document it would be useful to have 
additional topics complete with pyramid SCUs.  An extension of this is to increase the 
portion of sentences within topics that are tagged with SCU data. Presently only a 
small portion of the sentences have any SCU tagging because the others were not 
selected by any system submitted to the DUC competition.  As a result, potentially 
many useful sentences for selection have no value attached to them    
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Abstract. Summarization research has focused on text, and relatively
little attention has been given to the summarization of multimodal doc-
uments. If extractive summarization techniques are to be used on mul-
timodal documents containing information graphics (bar charts, line
graphs, etc.), then a strategy must be devised both for extracting the
high-level content of the information graphics and for identifying where
that content is relevant in the article’s text. This paper gives an overview
of our prior work on constructing a summary of an information graphic
and presents our new research on methods for selecting paragraphs in a
multimodal document that are most relevant to a constituent informa-
tion graphic. The results demonstrate that our methods are far superior
to possible baseline methods and that our work advances the use of ex-
tractive techniques for summarizing multimodal documents.

1 Introduction

Summarization research has focused on text, and little attention has been given
to multimodal documents. For the most part, this has been due to the difficulty
of identifying the content of non-textual components of a document and how this
content relates to the document’s text. We are addressing the summarization of
multimodal documents that consist of text and information graphics, where an
information graphic is defined as a non-pictorial graphic such as a bar chart or
a line graph. As shown by [2], the message conveyed by an information graphic
in popular media (such as newspapers and magazines, as opposed to scientific
articles) is often not repeated in the article’s text; furthermore, the graphic’s
caption often contains little or none of the graphic’s primary intended message.
Thus, information graphics in multimodal documents cannot be ignore.

In previous research[5], we developed a system for constructing a brief sum-
mary of information graphics that appear in popular media. One goal of our
current research is to extend this work to the summarization of multimodal doc-
uments by inserting the graph’s summary into the document’s text and then
applying traditional extractive summarization techniques to construct a sum-
mary of the entire document. Unfortunately, unlike scientific articles, the texts
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Fig. 2: A line graph from an article about
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of multimodal documents from popular media rarely refer explicitly to their in-
formation graphics and the graphics often do not appear adjacent to a relevant
paragraph (or even on the same page). However, the graph’s summary must be
inserted at a relevant point in the document. For example, the graph in Figure 1
is included in an article published in USA Today with the headline “Paper or
plastic? Answer might save at the pump”. The most relevant paragraph within
the article is the following:

– “More than three-quarters of the gas pumped in the USA is sold at conve-
nience stores. In 2005, 58% of gas was bought using credit and debit cards.
Retailers say that number has been climbing in 2006, Lenard says.”

But the paragraph closest to the line graph is the following:

– “But on a recent Monday morning, the restaurant owner from Edgemoor,
S.C., took out his wallet, went into the gas station convenience store and
paid with cash to take advantage of a 4-cent discount for cash customers.”

Thus extractive summarization of a multimodal document will lack coherence
unless the appropriate placement of content from its information graphics can
be identified.

This paper presents our implemented and evaluated methodology for iden-
tifying paragraphs in a document that are relevant to an information graphic’s
content. Section 2 describes our prior work on summarizing information graphics
and its relevance to extractive summarization of multimodal documents, along
with other important applications of our research. Section 3 then presents our
methodology for identifying paragraphs in a document’s text that are relevant
to an information graphic, Section 4 discusses two examples processed by our
system, and Section 5 discusses an evaluation of our methodology. Section 6
discusses related work, and Section 7 describes our future work on the project.
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Toward Extractive Summarization of Multimodal Documents 3

2 Extractive Summarization and Other Applications

Although abstractive summarization is the Holy Grail of summarization re-
search, the state-of-the-art is extractive summarization in which important clauses
or sentences are extracted from a document’s text. The extracted text is then
knitted together into a summary, with the pieces of text generally appearing in
the same order as in the original article.

To produce a coherent summary of a multimodal document using extractive
summarization techniques, two tasks must be addressed: 1) the construction of
a summary of the content of the document’s information graphics, and 2) the
integration of the graphics’ summaries into an overall summary of the document.
In previous research, we devised an approach for constructing a summary of
an information graphic appearing in popular media. For a line graph, a graph
segmentation module first uses a support vector machine to segment the line
graph into a sequence of visually distinguishable trends[12]. For example, the
line graph in Figure 2 would be converted into two segments, a relatively flat
segment from 1900 to 1930 and a rising segment from 1930 to 2003. Then the
system extracts communicative signals from the graph, such as whether one bar
is colored differently from the other bars, whether a point in a line graph is
annotated with its value, or whether a bar label is mentioned in the caption.
These communicative signals bring an entity into focus and are used as evidence
in a Bayesian network that hypothesizes the graphic’s intended message. For
example, the intended message of the line graph in Figure 2 is that there is a
changing trend in ocean levels — relatively stable between 1900 and 1930 and
then rising from 1930 to 2003. The Bayesian network has been implemented for
simple bar charts[7] and single line graphs[13]. Next content identification rules
(developed from human subject experiments) are used to identify additional
propositions that are salient in the graphic and relevant to the graphic’s intended
message, and these are combined to produce a brief summary of the graphic that
is realized in natural language[5].

To produce a summary of a multimodal document containing information
graphics, we propose to insert the graph’s summary at a relevant point in the
article’s text and then use extractive summarization techniques to construct a
summary of the entire document. But this requires that we identify where the
graph’s summary should be inserted in the article’s text — i.e., which paragraph
is most relevant to the information graphic.

In addition to facilitating the application of extractive summarization tech-
niques to multimodal documents that contain information graphics, our work on
identifying relevant paragraphs has several other important applications:

1. Our SIGHT system[6] provides blind individuals with access to multimodal
documents. SIGHT works within Internet Explorer and uses JAWS screen-
reading software. It reads the text of a document to the user; when it encoun-
ters an information graphic, it invokes our system to construct a summary
of the graphic, which is then relayed to the user via speech. By identifying
relevant paragraphs in the document, the effectiveness of the SIGHT system
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could be improved by summarizing the graphics at the most appropriate
points in the document.

2. We are investigating the indexing and retrieval of information graphics from
a digital library. The retrieval methodology will involve a mixture model
that takes into account the graphic’s intended message, the graphic’s tex-
tual component such as its caption, and the accompanying textual article.
But articles are often long, and much of the article may not be relevant to
the information graphic. Thus we hypothesize that our system will perform
better if we can identify the paragraphs of the accompanying article that are
most relevant to an information graphic and use only these paragraphs in
the mixture model that ranks the graphic for retrieval in response to a user
query.

3 Methodology for Identifying Relevant Paragraphs

To identify the paragraphs that are most relevant to an information graphic,
Section 3.1 proposes a KL divergence based calculation which measures the sim-
ilarity between the textual component of the line graph and the paragraphs. (The
textual component of a line graph consists of three parts: the caption which is the
main title for the information graphic, the description which is any additional
text that elaborates on the caption, and the “text in graphic” which is any text
appearing inside the graphic area.) Section 3.2 then proposes a second method
that augments the textual component with words selected from a word list con-
sisting of verbs and adjectives that commonly appear in documents containing
information graphics and with the parameters of the intended message of a line
graph. The first part of the augmented word list reflects domain-independent
graphic content and thus captures words that might appear in a paragraph rele-
vant to any information graphic; the parameters of the intended message reflect
the line graph’s specific content and thus might appear in a paragraph that is
specific to this information graphic.

3.1 Method P-KL: KL divergence

Our basic algorithm uses Kullback-Leibler divergence to measure the similarity
of two language models, one model for a paragraph in a document and one model
for the information graphic’s textual component. KL divergence has been widely
used in natural language processing and text mining. It measures the difference
between two distributions, either continuous or discrete and can be written as

DKL(p||q) =
∑

i∈V

p(i)log
p(i)
q(i)

where i is the index of a word in vocabulary V, and p and q are two distribu-
tions of words. If p and q represent the same word distribution, DKL(p||q) will
be 0. For our problem of identifying the relevant paragraphs, p is a smoothed

56



Toward Extractive Summarization of Multimodal Documents 5

word distribution built from the line graph’s textual component, and q is an-
other smoothed word distribution built from a paragraph in the corresponding
document. Smoothing addresses the problem of instances with zero occurrences
of a word in the word distribution, which will cause problems in computing the
KL divergence. We assign the observed word its true word frequency and assign
each unobserved word a low frequency (such as 0.01) and then normalize the
word distribution. We rank the paragraphs by their KL divergence score from
lowest to highest, since lower KL divergence scores indicate a higher similarity.

3.2 Method P-KLA: KL Divergence with Augmented Textual
Component

Our first method only considered the textual component accompanying the line
graph. But an information graphic consists of two parts: the textual part and the
graphic part. Although the textual part can vary depending on the domain, much
of the actual graphic is domain-independent and presents trends, rises or falls,
results (higher or lower), or (in the case of bar charts) ranks or comparisons.
Thus we decided to explore whether we could automatically extract a set of
expansion words that are commonly used in paragraphs that are relevant to
information graphics.

To construct this word set, we apply an iterative process in which we au-
tomatically identify pseudo relevant paragraphs for each information graphic,
extract potential expansion words from the set of pseudo relevant paragraphs
identified for all the information graphics, and then repeat the process after
augmenting an information graphic’s textual component with words from the
expansion set. The process is repeated until the expansion word set does not
change (convergence) or changes only minimally.

For each information graphic in our training set, we use KL divergence to
identify three pseudo-relevant paragraphs in the document. This is similar to
the pseudo relevance feedback technology used in information retrieval[15], ex-
cept that the information retrieval process considers a single query whereas we
are using a set of information graphics and associated documents to identify an
expansion set that can be applied to all information graphics. If there are N
information graphics, we produce a set of 3N relevant paragraphs. The next step
is to extract a common word set from the set of pseudo-relevant paragraphs.
We assume that the collection of pseudo relevant paragraphs was generated by
two models, one producing words relevant to the information graphics and one
producing words relevant to the topics of the documents. Let Wg represent the
word frequency vector that generates words relevant to the information graph-
ics, Wa represent the word frequency vector that generates words relevant to
the domains of the articles, and Wp represent the word frequency vector of
the pseudo-relevant paragraphs. We can compute Wp from the pseudo-relevant
paragraphs, and we can estimate Wa as the word frequency vector for the en-
tire articles. We want to compute Wg by filtering the components of Wa from
Wp. This is similar to the work done by Widdows[11] on orthogonal negation of
vector spaces. The problem can be formulated as follows:
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1. Wp = αWa +βWg where α > 0 and β > 0, which means the word frequency
vector for the pseudo-relevant paragraphs is a linear combination of the
background (topics) word frequency vector and the graphic word vector.

2. < Wa, Wg >= 0 which means the background word vector is orthogonal
to the graph description word vector. We assume that when the author
writes paragraphs that are unrelated to the graphic, he/she will not have the
graphic words in mind. Therefore the graphic word vector is independent
of the background word vector and these two share minimal information.
Since we use a vector space model to represent Wa and Wg, orthogonality is
obtained by assuming that these two word vectors have minimum similarity.

3. Wg is assumed to be a unit vector. Whether or not Wg is a unit vector is
immaterial for our method, since we are interested only in the relative rank
of the word frequencies, not their actual values. However, assuming that Wg

is a unit vector gives us three equations in three unknowns (Wg, α, and β)
which can be solved for Wg.

With these three assumptions, we obtain

α =
< Wp, Wa >

< Wa, Wa >
(1)

Wg = normalized
(

Wp −
< Wp, Wa >

< Wa, Wa >
Ẇa

)
(2)

After we compute Wg, we use WordNet to filter out words whose main sense
is neither verb nor adjective, under the assumption that nouns will be relevant
to the domains or topics of the graphs (and are thus noise) whereas we want a
general set of words (such as “increasing”) that are typically used when writing
about the data in graphs. To roughly estimate whether a word is predominantly
a verb or adjective, we determine whether there are more verbg and adjective
senses of the word in Wordnet than there are senses that are nouns.

We then rank the words in the filtered Wg by their frequency and select the
k (we chose k = 25 in our experiments) most frequent words as our expansion
word list. Since the textual components were used to identify pseudo-relevant
paragraphs and then pseudo-relevant paragraphs (as opposed to truly relevant
paragraphs) were used to construct the word list for expanding the textual com-
ponents, the accuracy of both the pseudo-relevant paragraphs and the expan-
sion word list are suspect. Thus we apply the two steps (identify pseudo-relevant
paragraphs and then extract a word list for expanding the textual components)
iteratively until convergence or minimal changes between iterations.

In addition, the parameters of an intended message capture domain-specific
content of the graphic’s communicative goal. For example, the intended message
of the line graph in Figure 2 is ChangingTrend(1900, 1930, 2003) which means
that the line graph conveys a changing trend in ocean levels over the period from
1900 to 2003 with the change from relatively stable to rising occurring in 1930.
Thus we also added the parameters of the intended message to the augmented
word list.
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The result is the expansion word list used in method P-KLA. Because the
textual component may be even shorter than the expansion word list, we won’t
add a word from the expansion word list to the textual component unless the
compared paragraph also contains this word.

4 Examples

Consider first the graphic in Figure 1. It appeared in an article containing 38
paragraphs. As noted in Section 1, the closest paragraph has little relevance to
the graphic. The most relevant paragraph is repeated below:

“More than three-quarters of the gas pumped in the USA is sold at con-
venience stores. In 2005, 58% of gas was bought using credit and debit
cards. Retailers say that number has been climbing in 2006, Lenard says.”

Both of our human evaluators selected this paragraph as most relevant to the
graphic, and our best performing method, P-KLA, did the same.

Now consider the graphic in Figure 2. This graphic appeared in an article on
global warming containing 23 paragraphs. Not only does the paragraph closest
to the graphic have little relevance to it, but also no paragraph in the article
stands out as overwhelmingly most relevant to the graphic. In fact, the two
evaluators selected three and four paragraphs respectively as most relevant, and
not only did they differ on their top-ranked paragraph but they also had only
one paragraph in common. Although the top-ranked paragraph identified by our
best performing method, P-KLA, does not match the paragraph identified as
best by either of the human evaluators, the top four paragraphs selected by
P-KLA include the four distinct paragraphs identified as relevant by one of the
human evaluators. This performance on such a difficult article indicates that our
method can handle articles where the most relevant paragraph is not obvious.

5 Evaluation

5.1 The Dataset

We have compiled a dataset of 461 information graphics with full articles from
multiple national sources such as USA Today, Business Week, News Week, New
York Times, and Wall Street Journal and some local sources such as The Wilm-
ington News Journal. At the time of submission of the final version of this paper,
66 graphs and articles had been analyzed by two human evaluators; thus they
were held out as test data and the remainder were used as a training set to build
the expansion word list discussed in Section 3.2. For the 66 articles in the test
set, the two human evaluators identified paragraphs in each document that were
relevant to its constituent information graphic and ranked them in terms of rel-
evance. On average, Evaluator-1 selected 2 paragraphs and Evaluator-2 selected
1.71 paragraphs. For 63.6% of the graphs, the two evaluators agreed on the top
ranked paragraph; this shows that in many cases, the most relevant paragraph
is not obvious and that several possibilities exist.
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5.2 Evaluation Criteria

Both of our methods(P-KL and P-KLA) processed the test set of 66 information
graphics with accompanying articles, and each method produced a ranked list of
the paragraphs in terms of relevance. We evaluated the results in several ways.
For summarization, we want to insert the summary of the graphic at a coherent
point in the article’s text and then apply extractive summarization on the text.
This leads to two evaluation criteria:

1. TOP: the method’s success rate in selecting the most relevant paragraph,
measured as how often the most relevant paragraph identified by the method
matches one of the two evaluator’s top-ranked paragraph.

2. COVERED: the method’s success rate in selecting a relevant paragraph,
measured as how often the most relevant paragraph identified by the method
matches one of the paragraphs identified as relevant by the evaluators.

For our work on retrieving information graphics from a digital library, we
want to use several paragraphs of the accompanying article in our mixture
model[16] that will rank graphics for retrieval. Thus an appropriate evaluation
criteria is normalized discounted cumulative gain (nDCG)[3]. The nDCG is be-
tween 0 and 1, and measures how well the rank-order of the paragraphs retrieved
by our method agree with the rank-order of the paragraphs identified as relevant
by our evaluators. nDCG is defined by the following formulas:

nDCGp =
DCGp

IDCGp
(3)

where DCGp = rel1 +
p∑

i=2

reli
log2(i)

(4)

and IDCGp is the highest possible DCGp (5)

We set the cut off position at p = 3. The reli is the gain of retrieving a paragraph
and the 1

log2(i)
is the discount according to its position i. The value of reli

depends on p and the number of relevant paragraphs identified by the human
evaluator. If the human evaluator identifies k paragraphs as relevant (where
k ≤ p), then reli=k if the i-th ranked paragraph by the system matches the
top-ranked paragraph by the human evaluator and is equal to k − 1 or k − 2
if it matches the paragraph ranked second or third respectively by the human
evaluator. Ranking a good paragraph higher gets less discount with the same
gain, and ranking a better paragraph at the same position gets higher gain with
the same discount.

5.3 Experimental Results

Figures 3 and 4 present the success rate for both of our methods for criteria
TOP and COVERED, along with the success rates for two baseline methods:
1) selection of a random paragraph as most relevant, and 2) selection of the
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Fig. 3: Success rate in selecting the
paragraph identified as most relevant
by one of the two human evaluators
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Fig. 4: Success rate in selecting a para-
graph identified as relevant by one of
the two human evaluators

paragraph that is closest to the information graphic. The results displayed in
Figures 3 and 4 show that both of our methods outperform the baseline methods.
P-KLA is a further improvement on P-KL. It selects the best paragraph in 60.6%
of the test cases, and selects a relevant paragraph in 71.2% of the cases; for both
criteria TOP and COVERED, P-KLA doubles or almost doubles the success
rate of the baseline methods. The improvement of P-KLA over P-KL indicates
that our expansion word list successfully expands the textual component with
words pertinent to the graphic itself. A two-sided student’s t-test shows that
the improvements of P-KL over the baseline method and P-KLA over P-KL are
both statistically significant at the 0.05 significance level.

Figure 5 presents the results of evaluating both methods in terms of the
ranked order of their top three results using nDCG. We measured nDCG using
each of the two evaluators as the ideal, and then averaged the results. (When
comparing the two human evaluators against one another, their average nDCG
is 0.69.) The baseline method in this evaluation is a random selection of three
paragraphs from each document. The results in Figure 5 show that all of our
methods outperformed the baseline. The best method is P-KLA which more
than doubled the baseline method’s nDCG. The improvement of P-KLA over
P-KL is statistically significant at the 0.05 significance level.

5.4 Using sentence in addition to paragraph to improve the result

Though the paragraph based augmented KL-divergence method gave us satis-
factory results, sometimes we consider a paragraph relevant only because there
is a relevant sentence in the paragraph, without contribution from other sen-
tences. We hypothesized that taking into consideration both the best sentence
in a paragraph and the paragraph itself might further improve the result. We
implemented another method named PM-KLA, which computes the final score
for a paragraph as a weighted sum of the original score for the paragraph and
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Fig. 5: nDCG scores for the algorithms and human evaluators

Criteria P-KLA PM-KLA

TOP 0.606 0.621
COVERED 0.712 0.727
nDCG 0.629 0.655

Table 1: Improved success rate of PM-KLA over P-KLA on three criteria

the score for the best sentence in the paragraph (the sentence with the lowest
KL divergence from the augmented textual component).

Scorefinalp = λScorebest sentence∈p
+ (1− λ)Scorep

In our experiment, we arbitrarily chose λ = 0.5. Table 1 shows that the method
(PM-KLA) has a higher success rate than P-KLA on both the TOP and COV-
ERED criteria, and a higher nDCG score than P-KLA. However, these improve-
ments are not statistically significant.

6 Related Work

Our work on identifying the paragraph that is most relevant to an information
graphic in a multimodal document bears some similarity to the passage retrieval
task in text retrieval[10] or question answering[4]. However, we are not doing
passage retrieval based on a given query and there is only one document from
which we must retrieve a relevant passage. This limits us from using multiple
passages retrieved from multiple documents for the same query to improve the
result with the relevance feedback technology[9].

Yu et al. [14] used a hierarchical clustering algorithm based on tf-idf to asso-
ciate sentences from an abstract with images in biomedical articles. However, in
scientific articles, the image is generally explicitly referred to by a sentence in the
article. Thus their method used this referring sentence to identify words relevant
to the image, which were likely to be repeated in the sentences of the abstract.
In contrast, we are working with articles from popular media which generally
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have no such explicit reference to their information graphics; this makes our task
more difficult.

A few research efforts have addressed multimodal summarization. Ahmad et
al.[1] constructed a system for summarizing financial news and time series data.
But instead of summarizing the time series data as text and inserting it into
the article, they insert content from the articles into the time series data. Erol
et al.[8] combines audio, video and a transcript of the recordings to produce
a video summary of a meeting. They use tf-idf to identify significant words in
the meeting transcript; then they use these words along with features such as
intonation in the audio file and high motion in the video recording to identify
significant events. These event segments are extracted from the video recording
in the order of occurrence and spliced together to produce a video summary of
the meeting. This differs from our work in that the different modalities are used
only to extract segments from the video recording, whereas we must integrate
information extracted from different modalities.

7 Conclusion and Future Work

Summarization is a difficult task, and a multimodal document compounds the
problem. Our project’s work[5] is the first to construct a summary of the knowl-
edge conveyed by an information graphic, and we are extending this research to
the summarization of multimodal documents. This paper addresses a key prob-
lem in extractive summarization of multimodal documents containing informa-
tion graphics — namely, at what point in the document should the content of
an information graphic be taken into account in the summary. We have pre-
sented methods for identifying the paragraph in the article’s text that is most
relevant to an information graphic, have analyzed the results produced by each
method, and have shown that all of the methods perform far better than any
baseline method that might be used. Not only can our best method be used to
coherently integrate the content of an information graphic into a summary of
a multimodal document, but it can also be used to select passages for use in a
mixture model that ranks information graphics for retrieval in a digital library.
In future work, we will explore how we might take the graphic’s intended mes-
sage into account when identifying relevant paragraphs and will investigate the
quality of extractive summaries of multimodal documents using our approach.
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